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The discontinuity equations are derived for all singularities of multiparticle scattering functions that 
enter the portion of the physical region lying below the four-particle threshold. These equations, which 
are the precise statements of the Cutkosky formulas, are calculated directly from the unitarity equations. 
The only analyticity properties used are those obtained from the S-matrix macroscopic-causality condi­
tion. That is, the scattering functions are taken to be analytic in the physical region except on positive-IX 
Landau surfaces, around which they continue in accordance with the well-defined plus-i€ rule. 

1. INTRODUCTION 

The purpose of this paper, and of several that will 
follow, is to derive formulas for discontinuities across 
singularities of many-particle scattering functions. 
These formulas are needed for the extension of general 
dispersion methods to many-particle reactions. 

Discontinuity equations have been derived by 
Cutkosky in the framework of perturbation theory.l 
His result states that the discontinuity around a 
surface .M,[D] corresponding to a Landau diagram D 
is obtained by associating the vertices of D with 
scattering functions and performing an integration 
over the momentum vectors associated with the 
internal lines of D. These formulas are, however, 
essentially incomplete, for they include no general 
rule specifying upon which sheets one evaluates the 
various functions that occur. In the simplest case of a 
normal threshold in a two-particle scattering function, 
the two functions that occur in the discontinuity 
formula are the physical scattering function and its 
Hermitian conjugate, whereas in the case of the 
triangle singularity of the 3 - 3 (three-particle to 
three-particle) amplitude, all the occurring functions 
are physical scattering amplitudes. In other cases, 
certain functions in the discontinuity formula are 
neither the physical function nor its Hermitian 
conjugate, but are functions on other sheets. In fact, 
it has not actually been proved that the functions in 
the discontinuity formulas are in all cases merely the 
continuation of a scattering function to some sheet. 

The problem of finding discontinuity formulas has 
been examined earlier in the S-matrix framework by 
Gunson,2 Stapp,3 and Olive.4 Their approach has been 

• This work was done under the auspices of the U.S. Atomic 
Energy Commission. 

1 R. E. Cutkosky, J. Math. Phys. 1,429 (1960); Phys. Rev. Letters 
4, 624 (1960). 

2 J. Gunson, University of Birmingham, Birmingham, England, 
report of work prior to publication, 1962; published in J. Math. 
Phys. 6, 827, 845, and 852 (1965). 

a H. P. Stapp, Lectures on Analytic S-Matrix Theory (Matscience, 
Madras, India, 1963); "Discontinuity Equations," Trieste Report 
IC/65/17. 

4 D. I. Olive, Nuovo Cimento 37,1422 (1965). 

essentially to verify, within certain approximations, 
the consistency of certain conjectured discontinuity 
formulas. Certain normal-threshold discontinuity 
formulas have been derived by Hwa using crossing, 
and working to lowest order.5 

More recently, Landshotf and Olive6 have derived 
the discontinuity across the singularity of the triangle 
diagram of the 3 - 3 amplitude in the physical region, 
and their method has been applied by others7- lo to 
singularities associated with various other diagrams. 
The method of Landshotf and Olive is, however, quite 
complicated. It requires a detailed investigation of 
specific features of Landau curves, an examination 
of the properties of certain integrals, and a tracing of 
paths of continuation, and it depends on delicate 
cancellations of various terms. Also, it requires a 
complete enumeration of the "generation" and 
"regeneration" mechanisms of the singularity, and 
this is not easily obtained except in the simplest cases. 
Finally, each singularity is a separate problem. 

In the present paper we develop an alternative 
method for calculating the. discontinuities of the 
(connected part) physical-region scattering amplitude 
M+. This function has singularities only on positive-Il 
Landau surfaces, and it can be continued past these in 
accordance with a well-defined plus-iE rule,u·12 The 
discontinuities around these singularities are obtained 
in this paper directly from the unitarity equations 
through manipulations that bring these equations into 
a form that displays explicitly the appropriate dis­
continuity function. Specifically, a unitarity equation 

• R. C. Hwa, Phys. Rev. 134, BI086 (1964). 
6 P. V. Landshoff and D. I. Olive, J. Math. Phys. 7,1464 (1966). 
7 P. V. Landshoff, D. I. Olive, and J. C. Polkinghome, J. Math. 

Phys. 7, 1593 (1966). 
8 P. V. Landshoff, D. I. Olive, and J. C. Polkinghome, J. Math. 

Phys. 7,1600 (1966). 
• M. J. W. Bloxham, Nuovo Cimento 44A, 794 (1966). 
10 J. K. Storrow, Nuovo Cimento (to be published). 
11 C. Chandler and H. P. Stapp, "Macroscopic Causality Condi­

tions and Properties of Scattering Amplitudes," (to be published in 
J. Math. Phys.); and D. Iagolnitzer and H. P. Stapp (in preparation). 

12 F. Pham, CERN preprint;, 1966; Ann. Inst. Henri Poincare 6, 
89 (1967). 
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(a) 

(b) 

(e) 

(d) 
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FIG. 1. The elementary diagrams of the 3 ->- 3 amplitude below 
the four-particle threshold. All positive-oc Landau surfaces for the 
3 ->- 3 amplitude below the four-particle threshold are contained in 
the union of the positive-oc Landau surfaces corresponding to the set 
of diagrams consisting of (I) the set of elementary diagrams, (2) the 
set of reflections of elementary diagrams, and (3) the set of diagrams 
obtained from diagrams of these two sets by replacing any set of 
simple inner vertices by single two-particle closed loops. Simple 
vertices are vertices directly connected to no other vertex by more 
than one line. Inner vertices are vertices not standing on the extreme 
right or left of the diagram. The second figure in (e) contains a 
single two-particle closed loop. The analogous part of the first figure· 
in (e) is called a three-particle closed loop. 

is converted, using unitarity, into the form 

M+ = T(D) + R(D), (1.1) 

where T(D) vanishes on one side (called the un­
physical side) of the positive-oc Landau surface 
..M,+[D] associated with the Landau diagram D, and 
R(D) is known to have a minus-Ie continuation around 
.A<.,+[D]. That R(D) has a minus-Ie continuation 
around ..M,+[D] means that the function R(D) is 
carried into itself by a continuation around ..M, +[D] 
in the sense opposite to the sense that carries M+ into 
itself. Since T(D) vanishes on the unphysical side of 
.At, + [D], the function R(D) constitutes an explicit 
expression for the continuation of M+ around ..M,+[D] 
in the minus-Ie sense, and (1.1) displays T(D) as the 
discontinuity of M+ around .At,+[D]. 

In this first article, a bubble-diagram notation is 
set up that facilitates manipulations of the unitarity 
equations. Various results needed from earlier work13 

concerning the analytic structure of bubble-diagram 
functions are summarized, and a general theorem 
fundamental to our approach is proved. The method 
is then exhibited for the special case of 3 ~ 3 reactions 
below the four-particle threshold, and we obtain the 
discontinuity formulas for every physical-region 
singularity. The results for the 3 ~ 2 and 2 ~ 3 

13 H. P. Stapp, J. Math. Phys. 9, 1548 (1968). 

reactions can be obtained from these formulas by 
regarding an appropriate pair of external lines as a 
single line. 

The results in the 3 ~ 3 case are easily summarized. 
All the positive-oc Landau surfaces below the four­
particle threshold are contained in the surfaces 
corresponding to the set of diagrams shown in Fig. 1 
together with those obtained from these diagrams by 
the procedure explained in the caption. (The other 
possible Landau diagrams, some of which are shown 
in Fig. 2, give no additional surfaces and hence can 
be ignored.) The discontinuity of M+ around the 
Landau surface ..M, +[D] for anyone of these diagrams 
D is expressed as an integral over a product of a set of 
functions consisting of one physical scattering ampli­
tude (the connected part of the S matrix, which is 
diagrammatically represented by a plus bubble) for 
each vertex Vn of D and one function Fnm for each 
pair of vertices (Vn' V m). If there is no elementary 
line segment L j directly connecting Vn to V m' then 
Fnm is unity. If exactly one L j directly connects Vn 
to V m' then Fnm is 2m5(p; - f-lJ)(J(P~). If two or three 
lines L j directly connect Vn to V m' then Fnm is a 
function defined in terms of physical scattering 
amplitudes by a Fredholm integral equation. It is 
formally the inverse S;l of the restriction S" of S to 
the space associated with the set of lines oc connecting 
Vn and Vm. 

The rules giving the discontinuity can be expressed 

~r 
Ie) Id) 

xxxxxxxx 
Ie) 

FIG. 2. Various Lan·· 
dau diagrams correspond­
ing to Landau surfaces 
contained in the Landau 
surfaces of the diagrams 
described in Fig. 1. A 
diagram containing more 
than one 2 ->- 3, 3 ->- 2, or 
3 ->- 3 vertex, such as one 
of the above diagrams (a) 
and (b), corresponds to a 
Landau surface that is 
confined to the surface 
corresponding to one of 
the diagrams (e) of Fig. 
t. The diagrams (c) and 
(d) contain two "inde­
pendent parts" that are 
diagrams described in 
Fig. l. The Landau 
surfaces of the full dia­
grams are confined to the 
intersections of the Lan­
dau surfaces correspond­
ing to their independent 
parts. The Landau sur­
face corresponding to the 
chain of two-particle clo­
sed loops (e) is confined 
to the Landau surface 
corresponding to the sin­
gle two-particle closed 
loop in (e) of Fig. 1. 



                                                                                                                                    

MANY-PARTICLE SCATTERING AMPLITUDES 373 

in the diagrammatic form 

- ~ 
I 

c:> 
2 

I I 

0:Et8 2 2 
(1.2) -

I 

ED - I I 

~ 3 3 

where the left-hand diagrams denote the part of a 
Landau diagram D that connects Vn to V m' with all 
the lines not directly connecting Vn to V m suppressed. 
The right-hand diagrams denote the corresponding 
part of the bubble-diagram function that gives the 
discontinuity across .A('+[D], with the F box repre­
senting Fnm. Thus, for example, the discontinuity of 
M+ across .A('+[D], where 

O=~ 
hs< 

(1.3) 

is represented by 

4 

(1.4) 

But if the diagram has two-particle closed loops, as 
does, for example, 

5 9 

o,.~ (1.5) 
. 3 7 ' 

then, according to (1.2), an F box is added for each of 
these. Thus the discontinuity of M+ around the 
Landau surface corresponding to (1.5) is given by 

I I I 5 9 9 
T(O)= ~. (1.6) 

3 7 

We also obtain formulas for the discontinuities 
across various classes of singularities. For example, 
the discontinuity of M+ across the class of Landau 
surfaces that correspond to all diagrams of the form 

{4< ,*} (I.~ 
plus all diagrams that can be contracted to a diagram 
of this class is given by 

~ (1.8) 

Here the Pi bar restricts the sets of particles repre­
sented by the lines it intersects to sets having a sum 
of rest masses greater than a given mass Mi . A similar 
result is valid for all diagrams that can be contracted 
to a diagram of the class 

~. (1.9) 

The results described above are derived strictly 
from the physical-region unitarity equations. They 
provide a complete solution of the problem of 
physical-region discontinuities below the four-particle 
threshold. If one also admits the so-called extended 
unitarity equations, then it can be shown that the 
functions Fnm convert the scattering functions upon 
which they operate to their values on other sheets. 

The present work deals only with the singularities 
lying in the physical region. One ultimately wants to 
have discontinuity formulas also for singularities lying 
outside the physical region, but the evident initial 
step is to establish the results first in the physical re­
gion, where the unitarity equations apply. On the basis 
of earlier work,ll it is assumed that the physical­
region singularities are confined to the union of the 
positive-Q( Landau surfaces, and that the physical 
continuation around these singularities follows the 
so-called plus-iE rules. The existence of the unphysical 
continuations via minus-iE rules is proved by using 
Fredholm theory, apart from possible zeros of the 
Fredholm denominator. 

It is possible that the positive-IX Landau surfaces 
corresponding to two different Landau diagrams are 
identical. Indeed, if two Landau diagrams are "equiv­
alent," then their Landau surfaces are certainly 
identical. (Equivalent diagrams are diagrams having 
the same set of vertices and the same set of masses 
f1nm' The mass f1nm is defined, in the positive-Q( case, 
to be the sum of the rest masses of the set of particles 
Y nm associated with the set of lines r nm that directly 
connect vertex Vn to vertex V m') It is assumed in the 
present work that the positive-Q( Landau surfaces 
corresponding to basic inequivalent diagrams are 
nonidentical. The diagrams of Fig. 1 and those 
obtained from them by the procedure of the caption are 
all the 3 -+ 3 basic diagrams. (Generally, a basic dia­
gram is one such that the IX'S are uniquely defined at 
some point on the positive-IX Landau surfaces. The dia­
grams shown in Fig. 2 are not basic.) This assumption 
allows us to consider separately the discontinuities asso­
ciated with different sets of equivalent basic diagrams. 

It is possible for a positive-a: surface to coincide 
with a Landau surface associated with IX'S of mixed 
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sign.14 A second assumption used in the present work 
is that there is no cancellation between mixed-or. 
singularities and positive-or. singularities. That is, it is 
assumed that in the unitarity equations, and equations 
arising from them, the singularities associated with 
positive-or. Landau surfaces cancel among themselves, 
as do the singularities associated with the mixed-or. 
diagrams, even though these singularities may happen 
to occur at the same point. This seems reasonable. 
Since singularities in the physical region can occur 
only on positive-or. surfaces, it would be unnatural for 
singularities associated with mixed-or. surfaces to 
contribute to the physical-region discontinuities, even 
though a mixed-or. surface might happen to coincide 
with a positive-or. surface. This assumption allows us 
effectively to ignore the singularities associated with 
the mixed-or. surfaces. 

The validity of the assumptions described in the 
preceding two paragraphs really should be proved, 
but this is not attempted here. 

Note added in proof: After this work was submitted 
we received reprints of three papers by M. J. Bloxham, 
D. I. Olive, and J. C. Polkinghorne containing some 
similar results. They obtain the formula for the dis­
continuity around an arbitrary physical-region sin­
gularity corresponding to a "simple diagram," which 
is a Landau diagram having at most one line connect­
ing any pair of vertices. Our results for singularities 
corresponding to simple diagrams are special cases of 
their general formula. 

Our main focus is on singularities associated with 
nonsimple diagrams. We have recently extended our 
results to cover all diagrams, both simple and non­
simple. The general result is. that the discontinuity is 
obtained by replacing each vertex of the basic diagram 
corresponding to the singularity by the corresponding 
physical sheet scattering function, and replacing each 
set of lines or. running between a pair of vertices by the 
inverse S;I of the restriction Sa of S to the space 
corresponding to the set or.. [S;I is a generalization of 
the F encountered above.] 

Our procedure differs significantly from that of 
Bloxham, Olive, and Polkinghorne. In the first place, 
we deal mainly with strict identities that follow from 
the cluster decompositions of Sand S-I above, and 
introduce analytic continuations only at the final 
step. Secondly, we do not separate the singularity into 
parts corresponding to various "mechanisms," and 
thus avoid the complicated question of the inter­
ference between different mechanisms, which makes 
the arguments of Bloxham, Olive, and Polkinghorne 

14 D. Branson, Nuovo Cimento 44A, 1081 (1966). 

difficult even for the case of simple diagrams. Finally, 
we accept, on the basis of macrocausality, that the 
physical-region singularities are confined to positive-or. 
surfaces, whereas Bloxham, Olive, and Polkinghorne 
derive this result. However, they accept the ie rules 
for positive-or. surfaces and assume certain similar 
rules for nompositive-or. surfaces. Whether these rules 
can be justified without appealing to a causality 
condition is not yet known. 

2. BUBBLE DIAGRAMS AND LANDAU 
DIAGRAMS 

The basic quantities in this discussion are bubble­
diagram functions. These are functions of scattering 
functions that can be represented by bubble diagrams. 

A bubble diagram B is a collection of leftward­
directed line segments L j and signed circles called 
bubbles. Each bubble has at least one line issuing 
from it and at least one line terminating on it. The 
bubbles are partially ordered by the requirement that 
a bubble on which a line terminates stands left of the 
bubble from which this line issues. A line of B that 
issues from some bubble of B and also terminates on 
some bubble of B is called an internal line of B. The 
other lines of B are called external. 

A circle with a plus sign inside represents the 
connected part of the S matrix for the process obtained 
by associating initial particles with lines that terminate 
on the bubble and final particles with lines that issue 
from the bubble. A circle with a minus sign inside 
represents the complex conjugate of the connected 
part of the S matrix for the transpose (initial ~ final) 
of that process. That is, the leftward-directed lines 
that terminate on a minus bubble are associated with 
final particles, and the leftward-directed lines issuing 
from the bubble are associated with initial particles. 

Spin variables will be ignored. IS Then each line L j is 
associated with a variable (pj' t j ), where tj is an index 
specifying a type of particle (electron, proton, posi­
tron, etc.), the mass of which is flj == fAt j ), andpj is a 
physical momentum-energy vector satisfying p~ = fl~ 

andpJ > O. 
The bubble diagram B represents a corresponding 

function MB(K'; K"), which is just the product of the 
functions represented by the bubbles of B, with the 
understanding that there is a sum over repeated 
indices (variables) of these functions. In particular, 
for each internal line L j of B there is a sum over all 
particle types t j , and for each value of t j , there is an 
integration over all physical values of the corre­
sponding momentum vectors pj. Thus, each internal 

'6 The inclusion of spin is a trivial complication in the M-function 
formalism. See H. P. Stapp, Phys. Rev. 125, 2139 (1962); "The 
Analytic S-Matrix Framework" in "The Trieste Lectures," High 
Energy Physics and Elementary Particles (IAEA, Vienna, 1965). 
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line L j of a bubble diagram corresponds to a factor 

t f (~4:;4 27TO(p~)b[p~ -l(tj)], (2.1) 

where a covariant volume element has been chosen. 
The integration is restricted so that topologically 
equivalent contributions are counted only once, as is 
discussed in Appendix A. 

Occasionally we shall wish to restrict the sum over 
tj associated with internal lines to a sum over particles 
having a given rest mass. Then the line L j will be 
labeled by an integer, which is regarded as specifying a 
particular value of the rest mass. 

The argument (K'; K") of ME(K'; K") is the set of 
variables associated with the external lines of B. The 
lines that issue from bubbles of B are associated in a 
one-to-one fashion with the variables of the set 
K' = (p~, t~,· .. ,p~, t ~), and the lines that termi­
nate on bubbles of B are associated in a one-to-one 
fashion with the variables of the set Kif = (p; , t; , ... , 
p';,., t';,.). These two sets of lines are also called the 
outgoing and incoming lines of B, respectively. 

Bose statistics is assumed throughout. Then the 
cluster decomposition of the S matrix is expressed by 
the equation16 

S(K'; K") = L ME(K'; K"). (2.2) 
EEEo + (K';K") 

Here Bt(K'; K") is the set consisting of all bubble 
diagrams that have only plus bubbles, have no 
internal lines, and have external lines specified by 
(K' ; K"). That is, the sum is over all different ways of 
connecting the specified set of external lines to columns 
of plus bubbles. Only topologically different diagrams 
are regarded as different; reorderings of lines on a 
given bubble, or reorderings of the bubbles do not 
give additional terms (see Appendix A). 

The function S(K' ; K") is represented by a box with 
a plus sign inside. A box with a minus sign inside 
represents the complex conjugate for the transpose of 
the process. Thus an example of (2.2) is the equation 

j3! !~! +L~ 
+ '" ;;~ + ~~ + "'::8:= L L-~ L ::g:= ,(2.3) 

where the sums are over all topologically different 
ways of connecting the specified set of external lines 
to bubbles having the indicated numbers of incoming 
and outgoing lines. Some bubble diagrams always 
vanish by virtue of conservation laws and mass 
constraints, and these have been omitted. For example, 

16 See Ref. 12 for a discussion of the necessary phase factors in 
the Fermi case. 

each nontrivial bubble must connect to at least two 
incoming and two outgoing lines by virtue of the 
stability conditions on the physical masses. Trivial 
bubbles are bubbles from which just one line issues 
and upon which just one line terminates. The function 
corresponding to a trivial bubble is defined to be the 
inverse of (2.1), 

(27T)4b4(p~ - p;)b(t~ - t;) = b( , t" "t") (24) 
2 b( ,2 _ 2)O( '0) - Pro r' Ps, • , . 

7T Pr f-tr Pr 

where b(a - b) = bab for discrete indices. Since (2.4) 
holds for all trivial bubbles, the signs in these bubbles 
can be omitted. Often the trivial bubbles themselves 
are omitted. 

The connected part of the S matrix is denoted by 

I~I 
2: + : 2: M+(K'. Kill: M~m. ., , 
n m 

(2.5) 

More generally, the function represented by a bubble 
with the symbol (f inside is denoted by Ma(K'; K") = 
M~m' 

Unitarity is written in box notation as 

~+I-~=~=0. (2.6) 

The external lines appropriate to the process in 
question are represented by shaded strips. There is a 
sum over all possible numbers of lines crossing the 
interface of the rectangles. Sometimes these lines are 
indicated by writing the left side of Eq. (2.6) as 

~=~, (2.7) 

where the shaded strip between the boxes represents 
the sum over all possible numbers of lines. The right 
side of (2.6) is zero unless m is equal to n, in which 
case it is given by 

b(K'; K") = b(K"; K') 
n 

- ~ IT b( , t" " t") - £., Pi' i' P«i' «i, (2.8) 
IX i=l 

where the ex are the n! permutations on n objects. The 
last term in (2.3) is the bubble-diagram representation 
of I for the case n = 4. 

We often need to subtract from the S matrix the 
identity, the connected part of the S matrix, or both. 
The remainders are denoted by special symbols: 

O .. ~-~, 
(2.9) 

~!!~-O , (2.10) 

o · ~ -(I) - 0, (2.11) 
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where a common label inside the boxes and bubbles of 
each equation has been suppressed. 

It was shown in Ref. 13 that all singularities of 
bubble-diagram functions are associated with Landau 
diagramsP A Landau diagram D is a set of directed 
line segments L; and a set of vertices Vn • Each vertex 
contains end points of three or more lines L;, and no 
vertex contains both end points of anyone line. 
Denoting the leading and trailing end points of the 
line segment L; by the symbols Lj and Lj , respectively, 
one can characterize the diagram D by the set of 
numbers E;n defined by 

or 

E;n=1 if LtcVn , 

E;n = -1 if Lj C Vn , 

E jn = 0 otherwise. 

Each line L; of D is associated with a particle of type 
t, and mass /-l;. Ifparticles of type t; carry a; units of an 
additively conserved quantum number "a," then the 
conditions 

2 a;E;n = 0 (all n) 
; 

are required of D. 

(2.12) 

The lines L; of D are characterized as being incom­
ing, outgoing, or internal according to the following 
rules: 

L; is incoming if E;n ~ 0 for all n, 

L; is outgoing if E;n ~ 0 for all n, 

L; is internal otherwise. 

The incoming and outgoing lines of D are called 
external lines of D. A line that is both i~coming and 
outgoing is called an unscattered line. 

A connected Landau diagram is an arcwise-connec­
ted Landau diagram. A trivial Landau diagram is a 
connected Landau diagram with no internallines.18 

For each Landau diagram D there is corresponding 
Landau surface .A{,[D]. The surface .A{,[D] is the set of 
variables (p;, t;) associated with the external lines of 
D via associations 

L; +-> (p;, t;, (X;) 

that satisfy the (loop) equations 

2 !X;p;nif = 0 (all f), 
; 

the mass constraints 

p; = /-l; (allj), 

(2.13) 

(2.14) 

(2.15) 

and the conservation laws (2.12). A particular case of 

17 A similar result was obtained by J. C. Polkinghorne, Nuovo 
Cimento 25, 901 (1962). 

18 In Ref. 13, trivial Landau diagrams were not included among 
the set of Landau diagrams. 

(2.12) is the momentum-energy conservation law 

2 PlEin = 0 (all n). 
j 

(2.16) 

In Eq. (2.14), nil is the algebraic number of times the 
Feynman loop f passes along line L; in the positive 
sense, and the !X; associated with each internal line L; 
is a nonzero number. The (X; associated with the 
external L; play no role, and can be set equal to zero. 
Each p; is a real energy-momentum vector with 
p1 > o. The part of .A{,[D] that can be realized with all 
!x's positive is denoted by .A{,+[D]. 

A connection between Landau diagrams and 
bubble diagrams is set up using the following terminol­
ogy. A Landau diagram D corresponding to a bubble 
b is a D with its external lines in one-to-one corre­
spondence with the lines of b. The incoming lines of D 
are to correspond to the lines terminating on b, and 
the outgoing lines of D are to correspond to the lines 
issuing from b. The internal lines of a D corresponding 
to a bubble b will be said to lie inside b. 

A D' c B is a Landau diagram D' that can be 
constructed by replacing each nontrivial bubble b of 
B by a corresponding connected diagram D~, which 
might be simply a trivial point vertex Vb. This D~ is 
required to be such that .A{,+[D~] is nonempty. Lines 
containing only trivial bubbles are replaced by lines 
containing no vertices. 

A contraction D::::> D' of a Landau diagram D' 
is a Landau diagram D that can be obtained by 
shrinking to points certain of the internal lines Li of 
D' , and then removing all those lines L; of the resulting 
diagram for which Lj and Lj coincide. The diagram 
D' is considered a trivial contraction of itself. 

AD::::> c B is a D such that for some D' c B, D 
is aD::::> D'. The phrase B supports D means that D 
is aD::::> c B. Thus, for example, the bubble diagram 
B of (1.4) supports the Landau diagram D of (1.3). 
This terminology is used in the next section to describe 
the locations of the singularities of bubble-diagram 
functions. 

3. LANDAU SINGULARITIES, STRUCTURE 
THEOREMS FOR BUBBLE DIAGRAMS, AND 

THE ie RULE 

In this section, we summarize some pertinent results 
obtained earlier regarding the location and nature of 
singularities of bubble-diagram functions. 

According to the First Structure Theorem of Ref. 
13, the singularities of MB(K'; K") [divided by 
(21T)4c54(2P; - 2pm for any connected Bare 
confined to the closure of the union over nontrivial 
D ::::> c B of the Landau surfaces .A{,[D]Y 
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(0 ) 

FIG. 3. Figure (a) shows a diagram D, and Fig. (b) shows a 
corresponding jj with all ex's positive. In diagram (b), positive­
energy vectors point left. The condition that all ex's be positive, 
together with the energy-conservation law, ensures that the diagram 
jj has the "physical" ordering, with energy flowing into the right­
most vertex V1 and out of the left-most vertex Vn • If the signs of the 
ex's are all reversed, then the relative positions of the vertices of the 
new jj are obtained by reflecting diagram (b) through the origin O. 

A concrete representation for the surface .M,[D] is 
now described.19 

The geometric significance of the loop equations 
is that the set of momentum-energy vectors 

~j == IXjpj (3.1) 

fit together to form a momentum-energy space 
diagram D that is topologically equivalent to the 
diagram D. That is, the directed internal line segment 
L j of D leading from a vertex m to a vertex n (i.e., 
Ejm = -I, Ejn = 1) is mapped to the four-vector 

~j = Wn - Wm = ~ EjrWr (3.2) 
r 

of D, where wr is the four-vector from some arbitrary 
origin to the vertex Vr of D. The allowed values of the 
Wn are those values such that each vector 

(wn - Wm)E;n IEjml = IXjp;E;n IE;ml 

is positive timelike, negative timelike, or zero, ac­
cording to whether IX;Ejn IE;ml is positive, negative, or 
zero. This is just the requirement that pj be positive 
timelike. A typical diagram D is shown in Fig. 3. 

Each diagram D corresponds to exactly one point 
on .M,[D], and each point of .M,[D] corresponds to at 
least one diagram D. The correspondence is given by 
the mapping function 

() 
"" (Un - Wrn 

q" W = £. I I flnm' (3.3) 
m*n Wn - Wm 

where 

(3.4) 

and where the denominator is the Lorentz length 

IWn - wml == [(wn - wm)(wn - wm)]l. (3.5) 

19 An independent derivation of this representation was given by 
A. A. Logunov, I. T. Todorov, and N. A. Chernikov in the Proceed­
ings of the 1962 International Conference on High Energy Physics at 
CERN (CERN, Geneva, 1962), p. 695; and Nucl. Phys. SO, 273 
(1964). 

This length is necessarily positive for flnm ¥: 0, since 
Wn - Wm is timelike in this case. The terms where the 
flnm = ° do not contribute to (3.3). 

The vector qn occurring in (3.3) is the total outgoing 
momentum at vertex V n , 

(3.6) 
exi 

where the sum over j runs over the j corresponding to 
external lines of D. The Landau surface .M,[D] depends 
on the external pj only through these combinations qn' 
If no external lines are incident on vertex Vn , then qn 
is required to vanish. If exactly one external line is 
incident on Vn , then qn is required to satisfy the 
corresponding mass constraint. 

Equation (3.3) is obtained by first using the conserva­
tion law (2.16) to convert (3.6) to a sum over internal 
lines of D and then using (3.1) and (3.2): 

q n = ~ PiEin = ~ ~i Ein 
int i int i r:t.i 

= L Ein L EimWm/rxi 
inti m 

= - L L EinEim(Wn - Wm)/lXi 
inti m;cn 

where we have observed that for a given internal i 
only two values of m give a nonzero Eim , and that 
these two Eim have opposite signs. From (3.1) and 
(3.2), one obtains 

Irxil fli = 1, 

IW n - wml 

which combines with (3.7) to give (3.3): 

"" "" (w n - Wm)fli qn = £. £.IEimEinrxil "--~-.....::.:.:..:......:. 
m*n inti Iron - wml r.t.i 

"" "" (W n - Wm)fli = £. £. IEimEinlXil . 
m*n i IWn - wml rxi 

(3.8) 

(3.9) 

A point q(w) of .M,[D] such that the first-order 
variations r5q = (oq/ow)r5w generate the tangent space 
to ,M,[D] at q(w) is called a simple point q(w) of 
.M,[D]. If ,M,[D] is considered as a surface in q == {qn} 
space, then the tangent space to .M,[D] at a simple 
point q(w) of .M,[D] lies in the linear manifold defined 
by 

q'W=q(W)'W, (3.10) 
where 

q' W == ~ qn' Wn == L q~wnJl == O'(q, w). (3.11) 
n n,Jl 

This follows from the fact that, at w' = w, 

oO'[q(w'), wl/ow' = o. (3.12) 
Equation (3.12) is readily verified by substituting the 
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right side of (3.3) into (3.11) and taking the partial 
derivative with respect to a component w~1l of w'. 
The vector w is, in this sense, a normal vector to 
.At, [D] at a simple point q( w) of .At, [D]. 

The mapping q( w) is not one-to-one. All values of w 
that are related by changes of the origin or by rescal­
ings of the a i give the same q( w) and are called 
equivalent. It is convenient to fix the origin by requir­
ing ! Wn = 0. Then w lies in the same manifold as q, 
which is restricted by ! qn = ° due to momentum­
energy conservation. The scaling can be fixed up to a 
single sign by requiring that 

! ! IW m - wnllEinEiml == ! laiPil = 1. 
n>m i inti 

As already mentioned, the first structure theorem 
asserts that the singularities of MB(K'; K") == MB(K) 
for any connected B are confined to the closure of the 
union over nontrivial D ~ c B of the Landau sur­
faces .At, [D]. Let this union be denoted by .A(,B. A 
simple point of .A(,B is a point such that a complete 
neighborhood of K in .A(,B is generated by an arbi­
trarily small neighborhood of some unique (up to 
equivalence) point w, for some unique nontrivial 
D ~ c B. According to the second structure theorem 
of Ref. 13 such a point cannot actually be a singularity 
of MB(K) unless jj can be realized by taking all 
ai'YJi ~ 0, where 'YJi is the sign of the bubble inside 
which Li lies, or is zero in case Li does not lie inside 
any bubble of B. That is, we can require the a i of lines 
Li of D ~ c B that lie in plus (minus) bubbles to be 
positive (negative), bu; the lXi of lines of D ~ c B 
that are also lines of the original bubble diagram B 
are allowed to be either positive or negative. 20 

According to the third structure theorem of Ref. 13 
the functions MB(K) lying on the two sides of the 
singularity surface at a simple point K of .A(,B are 
boundary values of a single function analytic near K 
in the upper-half a(K; K) == a[q(K), w(K)] plane, 
provided at least one line of the corresponding 
D ~ c B lies inside some bubble b of B. The sign of 
a is fixed through (3.1) and (3.2) by the requirement 
lXi'YJi ~ 0, which has force only if at least one line Li 
of D lies inside some bubble b of B. 

In accordance with the second structure theorem, 
we may consider the signs of the lXi to be restricted by 
the condition lXi'YJi ~ 0. Then the singularity at a 
simpl.e point of .A(,B can be classified as either a 
positive-IX, negative-IX, or mixed-a singularity, accord­
ing to whether the various a i corresponding [via (3.1) 
and (3.2)] to the singularity are all positive, all 
negative, or neither all positive nor all negative. Thus, 

10 A similar result was obtained by P. V. Landshofl' and D. I. 
Olive in the Appendix of Ref. 6. 

if B consists of a single plus bubble, then all its 
singularities are positive-a singularities, but if B 
consists of a single minus bubble, then all of its 
singularities are negative-IX singularities. The positive-IX 
and negative-IX singularity surfaces corresponding to a 
diagram D both occupy the same position, .A(,+[D], 
but the sign of a(q, w) is opposite, and hence the two 
continuations pass into opposite half-planes. A 
continuation in accordance with the rules for going 
around a positive-IX singularity is called.a continuation 
according to the plus-iE rule, whereas a continuation 
in accordance with the rules for going around a 
negative-IX singularity is called a continuation accord­
ing to the minus-iE rule. 

The function q(K) appearing in a(K; K) == a[q(K); 
w(K)] is the expression for the qn in terms of external 
vectors given in (3.6). One can also write q as a function 
of the internal vectors Pi as in (3.7). This gives, again 
via (3.2) and then (3.1), 

a[q(Pi), w] = ! qn(Pi) . Wn 
n 

= ! ! EinPi . Wn 
n inti 

= !Pi' ~iw) 
inti 

= ! lXiPi . p;{W). 
inti 

(3.13) 

The vector Pi(W) is a real positive-energy vector 
satisfying Pi( W)2 = fl7. Hence the minimum value of 
Pi· Pi(W), when the real vector Pi is restricted by 
P; = fl7 and p~ > 0, is precisely fl; = Pi(W) . Pi(W). 
Thus if all the IXj are positive, then we have 

a[q(Pi), w] ~ a[q(Pi(W», w]. (3.14) 

That is, the function a[q(Pi)' w] takes its minimum 
value at Pi = Pi(W). 

Equation (3.14) has several important consequences. 
Consider any Landau diagram D. The "physical 
region" of D is the set of all points in the space of 
external variables such that there is a set of real Pi 
associated with the internal lines of D for which the 
mass constraints (2.15), the energy condition P~ > 0, 
and the conservation laws (2.16) are satisfied. Equa­
tion (3.14) says that for any w corresponding to a 
point on .A(,+[D], the entire physical region of D, 
considered as a region in q space, lies on the positive 
side of the hyperplane a(q, w) = a[q(w), w], except 
for the point of contact q = q(w). This fact was first 
noticed by Pham.12 It tells us in particular that the 
points of .A(,+[D] are necessarily on the boundary of 
the physical region of D (a result that is not always 
true on .A(,[D] - .A(,+[D]) and moreover that a(q, w) 
increases (rather than decreases) as one moves from 
outside the physical region to inside the physical 
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region at the point q(w). It follows from this that the 
continuation according to the plus-ie rule around any 
positive-at singularity is such that it passes into the 
upper half-plane in any variable z for which 6q = 
(oq/oz)6z moves the point q from .M,+[D] into the 
physical region of D when 6z is real and positive. 
That is, the requirement that 6(1 = 6q . w be positive 
for positive 6z implies that (oq/oz)· w > 0, which 
means that for 1m {)z > 0 one has 

() 1m (1 = W· 1m {)q = w· (oq/oz) 1m {)z > O. 

Thus, the continuation according to the plus-ie rule 
always goes into the upper half plane of a variable 
that is increasing as one moves into the physical region. 

The Landau diagram DeB obtained by replacing 
each bubble b of B by a point vertex Vb is denoted by 
DB. The function MB is not generally continuable 
past the singularity at ,At,[DB]. Indeed, the above 
result shows that the function MB vanishes on one 
side of .M,+[DB] but not on the other side. These two 
sides are called the unphysical and physical sides, 
respectively. The function MB evidently has both 
positive-at and negative-at singularities at :A{,+[DB], 
since the constraints ati'fJi ~ 0 allow for l> with either 
all ati positive or all negative, since all the 'fJi are zero. 

4. DEVELOPMENT OF THE UNITARITY EQUA­
TION FOR THE 3 -- 3 SCATTERING 

AMPLITUDE 

Suppose the center-of-mass energy E of the initial 
(or final) particles is below the four-particle threshold. 
Then the connected part of the unitarity equation 
(2.6) for the 3 -+ 3 amplitude can be written in the form 

=8: + =0= + ~ + 0==0= 

The unmarked summation signs in (4.1) and in the 
subsequent equations refer to the external lines 
(incoming and outgoing). Those that are marked "i" 
or "f" refer only to incoming or outgoing lines, 
respectively. These sums are over all topologically 
different ways of connecting the specified set of 
external lines to the rest of the bubble diagram. For 
example, the last term in (4.1) has nine contributions, 
whereas the fifth term has three: 

= ~ + :0:5C +=0J;; . (4.2) 

The external lines, reading from top to bottom, 
represent fixed variables (pj' ti)' but the internal lines 
are subject to the summation convention of Sec. 2 
unless it is restricted by explicitly labeling an internal 
line by an integer. Thus, for instance, we have 

where the number r on an internal line restricts the 
summation to particles of a fixed mass M~. 

Postmultiplying (4.1) by 

(4.4) 

and simplifying by means of two-particle unitarity, 

N + li = -:I+} (-r = --r-) (+r (4.5) 

+2: ~ + '2 ~ + L ;z::. = o. (4.1) we obtain 

[A detailed discussion of combinatorial questions is 
given in Appendix A. Our rules are such that the 
products of functions represented by diagrams such 
as (4.1) and (4.4) are always represented simply as the 
sum of the topologically distinct diagrams that can 
be obtained by combining the diagrams in the natural 
fashion. By product we mean, of course, matrix 
product; there is an integration (2.1) over the internal 
lines.] 

(4.6) 

Again using (4.5) we may write 

~ + L ~ = - ...,.........=r~J5-r.-.--+ + -~ 
f 

-L~-2:~ 
f f 

=(-0 - ~-Lc)(5)-L~. 
f f 

(4.7) 
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Application of (4.1) to the expression in the left 
parentheses gives 

right-hand side of (4.9). Iterating n times, we end up 
with the equation 

~J3r+L~ = (n+:\~H-E 
f 

+~ + B=O: + Is:k)($) 
f 

-~ 3 + ~hl5fl: + f ~. (4.8) 

There is an equation similar to (4.8) but with the 
right plus bubble connected to the upper two lines. 
Substituting that equation into the last two terms of 
the right side of (4.8), we obtain 

~5+L;5=(D + =8=8= 
f 

+B=O:+ I s:1)(~+~) 
f 

-B:G+ L~)(:S+~ 
f 

+55>+~+ ... 

+ :$i1S::::5 + ~.::5) 
o I .•. " 0 I ... " 

-L(~+~+~ 
f 

-L;[5;;-I~ 
f f 

+=r+P:Xil'S:S?~ . (4.10) 
o I'" n 

+ r~E5?S + I 7l5&. . Substituting (4.10) into (4.6), we obtain for any 

f (4.9) positive integer n 

Equation (4.9) can be iterated by substituting the 
right-hand side of (4.9) into the last two terms of the 

Mt3 + H n + Gn + en + R~ = 0, (4.11) 
where 

o , 

G"E ,,~:::;&:­
~~ ... ~ 

o I ••• n 

~~+ +~+~ ••• 

+~:::S+~:::S), 
01 ••• n 0 I ••• n 

+=-VS;~:::=; +T2\!\Y:::~ )]. 
01 ••• n 0 I ••• n 

(4.12) 
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5. DERIVATION OF DISCONTINUITY 
EQUATIONS 

A. Discontinuities across Singularities Depending 
on a Cross-Energy 

Certain Landau diagrams D are such that every 
continuous curve within D connecting any incoming 
line to any outgoing line must pass through one and 
the same vertex V (see Fig. 4). The Landau surfaces 
corresponding to such diagrams can depend on the 
total energy and on the various subenergies, but with 
a suitable choice of variables they are independent of 
all cross-energy invariants.21 Landau surfaces .A<.,[D] 
corresponding to diagrams D of this type are called 
surfaces of Type A. Singularities not lying on surfaces 
of Type A are called cross-energy singularities. The 
discontinuity equations for all cross-energy singular­
ities of Mia can be obtained directly from (4.11) and 
the structure theorems. 

The singularities of the various terms in (4.11) 
must cancel. Since Mta is regular at points not lying 
on .A<., +, the singularities of Hn + Gn + en + R"!... 
corresponding to ~'s of mixed sign (mixed-~ singular­
ities) must cancel among themselves at these points. 
As discussed in the introduction, we shall assume that 
this cancellation among mixed-~ singularities also 
holds true at points of .A<.,+. We also assume that the 
surfaces .A<., + [D] corresponding to inequivalent basic 
diagrams D are nonidentical and consider points 
lying on a single one of these surfaces. 

By virtue of the first assumption, we can, in deriving 
the discontinuities of Mta' ignore the mixed-~ 
singularities of the various terms in (4.11). According 
to the first structure theorem, the singularities of MB 
are confined to the union over .A<., [D] of the nontrivial 
D =:l C B. Consider first Gn. (We sometimes use the 
same symbol to denote both the bubble diagram and 
its function.) If anyone of the diagonal lines of Gn 
is contracted to give D, then .A<.,[D] is of Type A. 
This is because the only allowed diagrams in the 
2 ---+ 2 bubbles must have, as a consequence of the 
stability and the positive- (or negative-) ~ require­
ments, both incoming lines terminating on a common 
vertex and both outgoing lines issuing from a common 
vertex. On the other hand, if any of the horizontal 
lines of Gn is contracted, then the two diagonal lines 

21 A subenergy is the energy of a proper subset of initial or final 
particles in its own center-of-mass frame. A cross-energy invariant 
is the square of the sum of the momentum-energy vectors of a set 
of particles that contains both initial and final particles. The eight 
invariants needed to describe a 3 -+ 3 reaction are chosen to include 
two initial subenergies, two final subenergies, and the total center­
of-mass energy E of the reaction. Then all six subenergies are 
functions only of these five invariants and are therefore independent 
of the remaining three variables, which are cross-energy invariants. 
The choice of the invariants is discussed by V. E. Asribekov, Zh. 
Eksp. Teor. Fiz. 42, 565 (1962) [Soviet Phys.-JETP 15,394 (1962)]. 

FIG. 4. An example of a Landau dia­
gram containing a vertex V through which 
must pass every path connecting any initial 
line to any final line. A path connecting 
lines is required to connect internal points 
of these lines. 

~4 
3 6 

2 5 

lying above or below this horizontal line must also be 
contracted, as a consequence of the Landau loop 
equations and the positive- (or negative-) ~ require­
ment. Thus, all the positive- (or negative-) ~ cross­
energy singularities of Gn correspond to diagrams D 
in which none of the (explicitly appearing) lines of 
Gn are contracted. But for sufficiently large n, the 
.A<.,+[D] for such a D does not enter the region below 
the four-particle threshold. (This was proved in 
Ref. 22 by proving that for sufficiently large n, the 
classical point-particle multiscattering process pictured 
by D is dynamically impossible.) 

A similar argument shows that Hn can have no 
positive- (or negative-) ~ cross-energy singularities, 
provided n is taken sufficiently large. 

The diagrams D =:l C B for MB E R!:. have, for the 
Landau diagrams D~ corresponding to the 3 ---+ 3 
or the 3 ---+ 2 minus bubbles, either a point vertex Vb 
or a nontrivial diagram with internal lines. In the 
former case, .A<.,[D] is of type A. In the latter case, the 
fact that D contains some line that lies inside a minus 
bubble means that the ~i of at least one line of jj must 
be negative. Since all ~i must have the same sign, this 
universal sign must be negative.' Thus, the (] of the 
third structure theorem that defines the continuation 
past this singularity of R"!... is the negative of the (] 
associated with the same singularity of Mta' That is, 
the continuation around this singularity of R~ follows 
the minus-i€ rule. 

We may now derive the discontinuity of Ma~ 
across the singularity corresponding to the Landau 
surface .A<.,+[D] associated with any diagram D that 
may be formed by contracting to points the bubbles 
of a bubble diagram BD having labeled lines that 
represents a contribution to en. For example, the 
diagram 

0= XA 
)~ 

(5.1 a) 

corresponds to the contribution to en 

~
4+ 

MBo = I 3 5 7 

+ + +. 
2 6 

(5.1b) 

According to the remarks at the end of Sec. 3, the 
term T(D) == MBn is a threshold term present in 

22 H. P. Stapp, J. Math. Phys. 8, 1606 (1967). 



                                                                                                                                    

382 J. COSTER AND H. STAPP 

(4.11) for points on the physical side of .A(,+[D), but 
absent on the unphysical side. If one takes Eq. (4.11) 
on the unphysical side and continues around the 
singularity in accordance with the minus-i€ rule, 
then R~ is continued into the same function R~ that 
occurs on the physical side of the .A(,+[D), by virtue 
of the third structure theorem. However, the function 
Mi~ is continued to its value underneath the cut (or 
underneath the pole). This continuation is denoted by 
Mts(D-). The remaining terms are not singular at the 
point in question and are therefore continued into the 
same functions that occur on the physical side of 
.A(,+[D). Thus, the difference between the continuation 
of (4.11) from the unphysical side and (4.11) evaluated 
on the physical side of .A(,+[D) gives simply 

LlnMts == Mts - M~3(D-) = MBD == T(D). (5.2) 

That is, the discontinuity around the singularity 
surface .A(, + [D) is just MBD. 

The essential point in this method is that the 
expansion of Mts be such that all positive-a contri­
butions to the singularity in question that are not in 
Mts itself are contained in a "threshold term," whicn 
is a term that contributes on only one side of the 
singularity surface in question. This is the key point 
of this paper. 

The surfaces .A(,+[D] considered above are not the 
only positive-a Landau surfaces that are not of Type 
A. Other D's can be obtained by inserting some 
internal structure in some of the plus bubbles of a 
bubble diagram corresponding to a term of Cn. The 
stability and positive-a requirements, together with 
the total-energy limitation, allow the insertions only 
of chains of the form 

(5.3) 

where the Landau equations require that the sum of 
the masses of each link of the chain be the same. 
Since the Landau surfaces corresponding to such a 
chain do not depend on the number n ~ 1 of closed 
loops, we can, without loss of generality, limit the 
chains to a single closed loop. Then, we obtain, for 
instance, the Landau diagram 

I 

D"~. (5.4) 

In order to obtain the discontinuity equation for the 
cut starting at .A(,+[Dd, and also for later use, we now 
cast the unitarity equation into a form where only the 
scattering amplitude itself and a threshold term have a 
positive-IX singularity corresponding to a given normal 

threshold. Let us introduce the decomposition 

P, 0, 

_ = -+- + •• _ (5.5) 

where the Pi (or Qi) bar restricts each of the sets of 
particles corresponding to the lines intersected by the 
bar to a set having a sum of rest masses greater than 
or equal to (or smaller than) a given mass Mi' Using 
(2.9) and (5.5), we can write (2.6) in the form 

~ + O=-(!D= -~ 
P, 0i 

=-~-~ 
Pi 0, 

=-~-~. (5.6) 

Instead of the bars, we often use the more compact 
notation exhibited in 

~ 0, 0, P ° ° 
~=~ (5.7) 

Denoting the center-of-mass energy of the incoming 
particles by E, we see that only the second term on the 
right-hand side of (5.6) contributes below E = Mi' 
We define the i box by the equation2s 

0, o + 0 + (1) = 0 (5.8) 

for both E < Mi and E > Mi' (In this equation, and 
those that follow, E is assumed to be below the four­
particle threshold.) An i box is related to i bubbles in 
the same way as a plus box is related to plus bubbles. 
Thus, we have 

-E}- = -0-, 

B ==8=+I~, 

B = ::c:E , 

B = :II): , 

(5.9a) 

(5.9b) 

(5.9c) 

(5.9d) 

(5.ge) 

The functions represented by the i bubbles are 
denoted by Mi(K'; Kif). These functions depend on 
the mass Mi associated with Qi' The 2 ---+ 2 i bubble in 
(5.ge) is defined by the required vanishing of the 
various disconnected parts of (5.8). The disconnected 
part equation 

(5.10) 

.3 Cf. J. Gunson, Ref. 2, and D. I. Olive, Nuovo Cimento 29, 
326 (1963). 
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is equivalent to 

+ $=0 (5.11) rr + :a 
if the mass M; associated with the Q; of (5.11) is 
related to the mass Mi associated with the Qi of (5.10) 
by M; = Mi - "'i' where "'i is the rest mass of the 
spectator particle in (5.10). 

It is shown in Appendix B that (5.8) can be solved 
for Mi(K'; K") by using Fredholm theory and that 
Mi(K' ; K") has a minus-iE continuation past the 
normal threshold singularity at E = Mi' This result 
follows formally, directly from the iterative solution, 

Q 

0=-0 + (~)- ••• , 
c 

(5.12) 

where the subscript e indicates the connected part 
of the expression in parentheses. For example, in the 
2 -+ 2 case (5.12) becomes 

OJ OJ OJ 

:8: = -::0: + ::o:tG= -~ + •••• 

(5.13) 

Let B be any term on the right-hand side of (5.13) and 
consider the normal threshold corresponding to the 
Landau diagram D 

I 

>eX , (5.14) 
2 

where M; = "'1 + "'2' Because of the Qi projections, 
any D => c B mu~ have negative iX'S associated with 
its lines. Then the third structure theorem prescribes 
a minus-iE continuation past the singularity of ME 
at .M,+[D]. Thus each term on the right-hand side of 
(5.13) must follow a minus-iE rule past this normal 
threshold. 

Similarly, it follows from (5.12) that M:a has a 
minus-iE continuation past the normal thresholds 
corresponding to the diagrams 

I 

XI>< 
I 

-KX- ' 
2 

(5.15) 

where we put Mi equal to "'1 + "'2 + "'3 or "'1 + "'2, 
respectively. These results can be made rigorous by 
using Fredholm theory in place of (5.12), as is shown 
in Appendix B. 

From (5.6) and (5.8) we obtain24 

~ ~ I q 1 ~ =-(O+~) (5.16) 

"' This argument is taken from Ref. 3. 

and also 

I IOj I 

~+I-I i F=-(~ + 0). 
Comparing (5.16) and (5.17), we obtain 

~ 0, 

G:::)=-(!D +~ 

= ((!)+O)+(-O - C)) 

= (!)-0 

=0+0=0+0 
In Appendix C, we show that 

(5.17) 

(5.18) 

(5.19) 

Using (5.19), one also obtains (5.18) with the i box 
and plus box interchanged on the left-hand side, and 
hence also 

(5.20) 

It follows from (5.11) and (5.19), and from (5.18), 
(5.20), and (2.9), that 

(5.21) 

and that 

'l P; 

=~. (5.22) 

In (5.22) only the first term on the left-hand side and 
the threshold term on the right-hand side have a 
positive-lX singularity corresponding to the diagram 
(5.14) where Mi = "'1 + "'2' This shows that M~2 is 
the continuation of Mi2 below this singularity and 
that the discontinuity is the right side of (5.22). 

Returning now to the problem of the discontinuity 
around .M,+[D1], where Dl is defined in (5.4), we use 
(5.22) to expand the relevant term T of en as follows: 

-~ = -~ - ~ (5.23) 
~ 1....k + + 

4 4 4· 

Setting Mi equal to "'1 + "'2' we see that the first term 
of this expansion has a minus-iE continuation past the 
surface ..A(,+[D1] for just the same reason that R:!:. does. 
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The second term has its threshold at .A(,+[D1]' There­
fore, we obtain in the same way as before the dis­
continuity equation 

(5.24) 
where 

P. 
I 

p. p. 
I I 

T ( D,) = z-tr:ir 
4 
~ 

4 

(5.25) 

The method given above can be generalized. Any 
set of inner plus bubbles (that is, plus bubbles not 
standing at the extreme right or the extreme left of the 
bubble diagram) of any bubble diagram T corre­
sponding to a term T of en can be replaced by closed 
loops, while the remaining plus bubbles are contracted 
to points. The corresponding discontinuity of Mi.1 
is then given by T with every plus bubble correspond­
ing to a two-particle closed loop replaced by 

(5.26) 

with the index i referring to the sum of the rest masses 
of the two particles in the two-particle closed loop. 

B. Discontinuity Equation for Normal Singularities 
in a Subenergy 

To derive the discontinuity of Mia across .A(,+[D2], 

where 

o,.lL. (5.27) 

we first write the first and fifth term of (4.1) in the 

fu~ Q. 

B+L~=B+~ 

and using (5.21), we obtain 

where 

~ 
E-~"R,=O, (5.30) 

(5.31) 

Again setting Mi equal to #1 + #2, we see25 that 
the only terms of (5.30) that can support D2 with all 
IX'S positive are the first and the second. Thus we 
obtain26 

Pi Pi 

~- T (02). 

(5.32) 

C. Discontinuity Equation for the Ice-Cream-Cone 
Diagram 

To find the discontinuity of Mia across .A(,+[D3] 
where 

d. (5.33) 
D:s=~' 

we first subtract (4.1) from (5.30), and obtain 

:EE = 

P. 

~+R2' (5.34) 

Pi where 

+:c£ + flB + ~. (5.28) R2 =(Q + ~ + ~ 
Substituting (5.28) into (4.1), postmultiplying the 
result by 

+ (5.29) 

(5.35) 

25 Details are given in Appendix E . 
•• This is essentially the result of Ref. 7. 
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The diagram R2 cannot support D2 with all IX'S 

positive. 25 Substituting (S.34) into the second term of 
(4.6) we see25 that the only terms of (4.6) that can 
support Ds with all IX'S positive are Mts and - T(Ds), 
where 

Pi 

T (D3)=~rf:u&- (S.36) 

3 

Any set of simple inner vertices (defined in the 
caption of Fig. 1) of any of the diagrams (S.3S) or 
(S.41) can be replaced by a corresponding set of two­
particle closed loops. Then the corresponding dis­
continuity of Mia is given by (S.39) or (S.42) with 
every plus bubble corresponding to a two-particle 
closed loop replaced by the expression (S.26). 

E. Discontinuity Equation for Normal Singular­
ities in the Total Energy 

is a threshold term. Thus we obtain27 

The problem is to find the discontinuity of Mta 
(S.37) around .M,+[D51 and .M,+[Dsl, where 

D. Discontinuity Equation for the Extended 
Ice-Cream-Cone Diagram 

Consider the Landau diagram 

, 4 

>(S><and Os= <> . (S.43) 

3 5 

5 t ~ 
_ ~::: 8+4n °4 - . .. · 

57 0 ", ••• n 

(S.3S) The -i (or F) box was defined in (S.IS). By virtue of 
(2.9) this definition is equivalent to 

Substituting (S.34) into the second term of (4.11) 
we see25 that the only terms of (4.11) that can support 
D( with all IX'S positive are Mts and - T(D(), where 

Pi 

T(D)=J7~~+t 12 :::~4n 
4 ~ _ ~ ••• --..:e= 

3 0 II I ••• n. 

(S.39) 

is a threshold term. It therefore follows that 

(S.40) 

Similarly, by combining (4.S) and (4.6), or (4.S) and 
(4.11), and then substituting (S.34), we find that the 
discontinuity of Mta corresponding to the diagram 

o I ••• m 

(S.41) 

is given by 

~ .... 
=C~8 + .~. + + 0 ". 6+4 m 

+ + ••• + • 
3 7 

(S.42) 

p 

-~ 
27 This is essentially the result of Ref. 8. 

(S.44) 

=-0+ 0. 
The connected part of the left side of (S.44) is denoted 
by 

(S.4S) 

It then follows from (S.1S) and (2.11) that 

p. 

+~ 

P. P. 

=~ (S.46) 

P. P. 

=~ 
p. p, 

+~. 

Using (S.20) we can write the connected part of 
(S.lS) in the form 

p. 
(S.47) 
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which gives 

trh~ -~=~ 

(5.48) 

where the subscript C indicates the connected part. 
Substituting (5.47) and (5.48) into (5.46) we obtain 

p. R 

~=~+@ 
(5.49) 

where 

R 
~ ( ,',a @=-~- .-ij+,) 

C 

~ ~I~,a) -~- +-il + ••. 
C 

(5.50) 

For the special case of three ingoing and three 
outgoing particles, the terms on the right-hand side 
of (5.49) are given by 

p. p. p. P. 
I I I I 

~-BI(;)IGF 
p. p. 

~ 
P. 

+ ~ 
and 

(5.52) 

Equation (5.22) is used to obtain the fifth term of 
(5.52). 

The only terms in (5.49) that can support D5 or D6 
with all IX'S positive are Mt3 and the first term on the 

(5.51) 

P. P. 

=f) i' til i' GE 
right-hand side. 25 Thus, we obtain 

p. p. 
I I 

(5.53) 

and 

p. p. 
I I 

~,(5.54) 

where we set Mi equal to /-ll + /-l2 + /-ls in (5.53) and 
equal to /-l4 + /-l5 in (5.54) and we assume that /-ll + 
/-l2 + /-ls ~ /-l4 + /-l5' For /-ll + /-l2 + /-ls = /-l4 + /-ls, 
the discontinuity across .M,+[Dsl = .M,+[D61 is given by 

p. p. P. PI' 
" I 

+~+~. (5.55) 
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F. Discontinuity Equation for the 3 -+ 2 and 
2 -+ 3 Amplitudes 

The 3 ~ 2 and 2 ~ 3 amplitudes have no physical­
region singularities depending on a cross-energy 
invariant. The discontinuities of these amplitudes 
across their singularities are given by formulas 
completely analogous to those obtained for the 3 ~ 3 
amplitude except for the change in the external lines. 

G. Equivalent Diagrams 

The Landau surfaces corresponding to equivalent 
(but not ·identical) diagrams coincide. The discontinu­
ity formulas given by the rules (1.2) of the Intro­
duction have partially taken this into account, since a 
summation over all particles of the same mass Mr 
is implied for a line labeled with the number r. 
However, the sum of the rest masses M1 + M2 of the 
particles in a two-particle closed loop may be equal to 
the sum of the rest masses M~ + M~ + M~ of the 
particles in a three-particle closed loop; or it may be 
equal to the sum of the rest masses M; + M; with 
M; #= M1 of another set of particles corresponding to 
the two-particle loop. The rules (1.2) do not cover 
such cases. In the derivations given in this section, 
the possibility of equivalent diagrams is not excluded, 
and the results cover these cases also. They give, 
instead of (I.2), the more general rule 

+ 
~ 

p. 

+ 
(5.56) 

These rules are equivalent to those of (1.2), if there are 
no equivalent diagrams of the type just mentioned and 
provided the Mi corresponding to the bar in (5.56) is 
set equal to the appropriate sum of the masses oc­
curring in (1.2). 

It is understood here, as it is in the discontinuity 
formulas derived in this section, that the bubble­
diagram functions on the right-hand side are evaluated 
just above their threshold. We shall see in the next 
section that if this restriction is relaxed, then the rule 
(5.56) can, in some cases, give the discontinuity 
across a whole set of cuts. 

H. Surfaces of Lower Dimension 

The third structure theorem applies only to simple 
points. Thus it would not apply, for example, to D1 

of (5.4) if the masses satisfy /11 + /12 = /13 + /16' 
where 6 is the upper left-hand line; for then .At,+(D1) 

would lie in .At, +(D3) [see (5.33)]. Thus it would contain 
no simple points and would in fact be of lower dimen­
sion. It is the discontinuity around the imbedding 
codimension-one surface .At,+(Ds) that would be 
calculated. Other threshold singularities for internal 
bubbles are treated analogously. 

6. DISCONTINUITY OF THE SCATTERING 
AMPLITUDE AROUND SEVERAL CUTS 

The method used in Sec. 5 to derive the disconti­
nuity of M~s across a single Landau surface can be 
generalized to give the discontinuity across several 
Landau surfaces.28 

Consider the set of Landau diagrams 

p 

0
7

= ~ , (6.1) 

where the unlabeled internal lines correspond to all 
possible types of particles that are compatible with the 
conservation and mass constraints and which satisfy 
the requirement that the sum of the masses of the 
particles corresponding to the lines cut by the Pi 
bar be greater than a given mass Mi' The only terms 
of (5.30) that can support a Landau diagram of the 
set D7 with all (Xi positive are the first and the second.25 

On the unphysical side of all the Landau surfaces 
.At,+[D7]' Eq. (5.30) is Mia + R1 = O. If this equation 
is continued to a point that lies on the physical side of 
all the Landau surfaces .At,+[D7] in such a way that R1 
is continued into itself, then M 3~ is continued around 
..M,+[D7] according to a minus-iE rule and into a 
function denoted by M:]a(D7)' Subtracting the contin­
ued equation from (5.30), we find that the discontinu­
ity M~a - M~3(D7) is again given by the right-hand 
side of (5.32). 

A similar argument, based on the formulas of sub­
section 5E shows that the discontinuity of M~ across 
the set of Landau surfaces corresponding to the 
diagrams 

p. -*} (6.2) 

is given by 

p. p 

:830. (6.3) 

The same procedure also works for nonnormal 
singularities. Consider,' for instance, the set of Landau 

18 This topic will be discussed in more detail in later work. 
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diagrams 

p. 
I 

D9 = a (6.4) 

The discontinuity Mia - Mia(D;) across the set of all 
cuts that begin at the Landau surfaces .A(,+[D9] is 
given by the function T(D1) defined in (S.2S), provided 
we remain in the region where Mi.lD;) has no 
mixed-oc. singularities corresponding to D9 or to the 
contractions of Dg. This restriction is imposed because 
the third structure theorem cannot be used to continue 
the right-hand side of Mia(D;) = Mt3 - T(D1) into 
itself around such mixed-oc. singularities. 

Finally, let us examine the total discontinuity of 
Mia across all normal thresholds in the total energy or 
in a subenergy. Consider the set of diagrams 

(6.5) 

where the unlabeled internal lines correspond to all 
possible types of particles that are compatible with the 
conservation and mass constraints. This set is com­
posed of the subsets 

OJ o. 

o;o={ +- -xf*} (6.6) 

and ? 

P. *1 D~O={+ (6.7) 

where we choose Mi in such a way that E = Mi is the 
energy corresponding to the lowest normal threshold 
lying within the physical region of Mia. (Thus, the 
normal thresholds corresponding to the diagrams D~o 
lie outside or on the boundary of the physical region 
of Mia.) We define 

Qj Q. 
+'- ~~ 

M33(O,O) = ~ -~ • (6.8) 

The argument which led from (S.46) to (S.49) also 
works if we replace -i by a minus sign and omit the 
Pi bar in these formulas. Then, Eq. (S.49) becomes 

H= B-(~+:EE 
(6.9) 

where 

~=-(D +L~+L ~ 

(6.10) 

On the unphysical side of the set of singularities 
corresponding to D~o we see that 

(6.11) 

where we have used (6.9). If this equation is continued 
to a point which lies on the physical side of the 
surfaces .A(,+[D10] in such a way that the right-hand 
side of the equation is continued into itself, then 
Mt3(D~o) is continued below the cuts corresponding to 
.A(,+[D~o] and into a function denoted by Miia(Dlo).25 
Subtracting the continued equation from (6.9) we 
obtain 

M;3 - M;3( D~) = ~. (6.12) 

Equation (6.12) gives discontinuity of Mia across all 
the Landau surfaces .A(,+[D10] provided M31(D~o) can 
be regarded as a continuation of Miia to some un­
physical sheet. 

With a similar proviso, we find that the total 
discontinuity across the singularities corresponding 
to the diagram 

(6.13) 

ff .(6.14) 

Equations (6.12) and (6.14) can be regarded as just 
definitions of Mta(Dlo) and Mta(D~J, respectively. 
The nontrivial aspect is the result that these functions 
have minus-iE continuations around the normal 
threshold .A(,+[D;o] and .A(,+[D;1] == .A(,+[D7 ], respec­
tively. 

APPENDIX A: COMBINATORICS 
A. Cluster Decomposition of the S Matrix 

For bosons, the cluster-decomposition property of 
the S matrix is expressed by 

M(K'; K") = L Mp(K'; K") (Ala) 

and 
N p 

MiK'; K") = IT M1(K~8; K~8)' (Alb) 
8=1 
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sets K. That is, states labeled by sets K that differ only 
in the order of the variables of K are not counted as 
different. Thus, one must either restrict the range of 
integration by some normal ordering convention, as 

FIG. 5. Diagram representing a typical term in Ref. 15, or divide by n1. Let us temporarily adopt 
M. of the M function in (Ala). the latter method, so that there is no restriction on the 

The sum over P is a sum over all partitions of the set 
of variables (K'; K") into disjoint subsets. The set of 
variables (K' . K") is the sth subset of the pth 

P8' p8 

partition. The pth partition has altogether Np subsets, 
and the first partition, P = 1, is the unique partition 

. dK' K' K" K" WIth N p = 1 an 11 = , 11 = . 
The cluster decomposition is graphically represented 

in terms of bubble diagrams. A bubble with a plus 
sign inside represents the connected part, Ml(K~s; K;s)' 
of the S matrix M(K~s; K;s)' Then M(K'; K") is 
represented by a sum of terms each of which is a 
column of plus bubbles. (The set of bubbles includes 
trivial bubbles, which are bubbles connected to just 
one initial and one final line.) Counting is important. 
There is precisely one term for each topologically 
different way of connecting a column of plus bubbles to 
the given set of external lines specified by (K'; K"). 
The topological structure is determined completely 
by specifying the grouping of the external lines into 
subsets. The lines of each individual subset (K~s; K;s) 
of external lines are drawn as emerging from a single 
bubble. Two diagrams that differ only in the ordering 
of the bubbles in the column are not topologically 
different. Similarly, two diagrams that differ only in 
the ordering of the lines emerging from any given 
bubble are not topologically different. This latter 
fact allows us to always draw the diagrams so that the 
lines emerging from any given bubble never cross. 
However, lines emerging from different bubbles may 
cross. A typical term thus has a structure like that 
shown in Fig. 5. 

B. Counting the Intermediate States 

The unitarity equation is 

2 M(K'; K)Mt(K; K") = b(K'; K"). (A2) 
K 

Here K=(Pl,/1 ,P2,/2,""Pn,ln) is a set of 
variables Vj == (Pi' Ij). The sum over K includes a sum 
over all n. For each n, each of the n indices ti is summed 
over all possible values, and for each value of ti 

there is an integration over all values of Pi satisfying 
P: = ft~ == ft2(ti )· The states are labeled by unordered 

range of integration. Then the summation on the 
left-hand side (A2) can be written in the explicit form 

x f d4
pl 27TO(p~)t5(p~ - ft~) 

(27Tt 

d4 

X ~ 27TO(pO)b(p2 _ IJ2) ... 
(27T)4 2 2 r2 

d4 
X ~ 27TO(pO)b(p2 - IJ2). (A3) 

(27T)4 n n rn 

Here n is the number of lines in the intermediate state, 
and T is the number of types of particles. The momen­
tum Pi is associated with line j and also with the type 
variable Ii and can therefore be written as Pi(li). 

When we transcribe unitarity (A2) into bubble 
notation, we find that topologically indistinguishable 
diagrams occur. That is, even though the individual 
M functions are expressed as a sum of topologically 
different diagrams, the topological product of these 
diagrams contains diagrams that are not topologically 
different. The topological structure of a contribution 
to the product is specified by specifying first which 
subsets of the set of outgoing variables K' are grouped 
together (i.e., are attached to a common bubble) and 
which subsets of the set of incoming variables K" are 
grouped together. (The various variables of K' and K" 
are always considered as distinct and identifiable. One 
can, for instance, take all the Pi in K' and K" to have 
different fixed values.) The various groups of incoming 
and outgoing variables can be labeled by indices i and 
j, respectively. These indices i and j then label the 
bubbles of the right and left columns of the product. 
It is important to note that this labeling does not 
refer to the position of the bubbles in the column but 
rather to the sets of external lines connected to these 
bubbles. 

The number of lines connecting bubble i to bubble j 
is called N fi . The topological structure is specified by 
these numbers Nfi' together with the specifications 
of the subsets of incoming and outgoing lines labeled 
by i and! 

Bubble diagrams of the same topological structure 
give exactly the same bubble-diagram functions. Thus, 
the product on the left of (A2) can be expressed in the 
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form 
F(K'; K") = .2 cBMB(K'; K"), (A4) 

B 

where the sum is over all the topologically different 
bubble diagrams B contained in the topological product 
of the two boxes. The coefficient c B for a diagram with 
n internal lines is NBln!, where NB is the number of 
diagrams topologically equivalent to B in the topo­
logical product of the two boxes, and the factor I In! 
comes from (A3). The bar on MB indicates that, 
contrary to the convention adopted in the main text 
(see below), the regions of integration are not restric­
ted by any ordering convention, but are as given in 
(A3), without the lin!. We show immediately that 

NB = n!/II (Nfi)!. (A5) 
This result gives 

(A6) 

the product being over all pairs (1, i). As usual, one 
takes O! = 1. 

To derive (A5) one first labels the intermediate 
lines in accordance with their topological character: 
Each line is labeled by a unique triple (1, i, m), 
where f and i label the final and initial bubbles that the 
line joins, and for any particular values off and i the 
m in (1, i, m) is an index that runs from 1 to Nli and 
specifies the particular one of these Nli lines. There 
is also the indexj that runs from 1 to n, and identifies 
the n variables of K = (PI' 11' P2, 12, ... 'Pn' tn)· 

For definiteness, one may specify that the ordering 
of the lines of any box reading from top to bottom is 
the same as the ordering of the associated variables 
of the corresponding set K. Thus, j specifies the 
geometric location of the intermediate line L i , 

reading from top to bottom of the box. The index m 
of (1, i, m) may also be considered to specify the 
position, reading from top to bottom, of line (1, i, m) 
relative to the other lines of the set of lines r Ii that 
joins bubbles i and f The condition imposed earlier 
that lines attached to a given bubble do not cross 
within the box insures that the ordering of the lines 
of r Ii is well defined; the relative ordering within one 
box of any set of lines of r Ii is the same as the ordering 
of this set of lines in the other box. This condition that 
the ordering of the lines r Ii be given by m is, however, 
the only restriction on the ordering of the intermediate 
lines; one readily confirms that the various inter­
mediate lines, as identified by their topological indices 
(/, i, m), can occur in any possible order (reading 
from top to bottom), subject only to this condition 
that the relative ordering of lines in the various sets 
r Ii be in accordance with the index m. The term 
coming from each of these allowed orderings is a 

different contribution to the product (A2). Thus, in 
this product, the number of different contributions 
that are topologically equivalent to a diagram B is just 
the number of different allowed orderings of these 
intermediate lines. This is just the total number of 
orderings n! divided by the product of the number of 
orderings within each set r Ii' Thus we obtain (AS). 

In the text it was specified that the region of inte­
gration in the definition of bubble-diagram functions 
MB be restricted so that contributions from topo­
logically equivalent diagrams are counted only once. 
In the derivation of (A4) no such restriction on the 
range of integration was imposed, and the corre­
sponding functions were written as MB. These two 
functions are related by the factor eB . The point here 
is that the various lines of a set of lines connecting a 
given pair of bubbles are regarded as topologically 
equivalent. Thus, in computing MB, the integration 
region is restricted so as to include only one of the set 
of contributions obtained by interchanging the lines 
of such a set. This restriction on the domain of 
integration in the definition of the functions MB 
means that the MB in (A4) divided by II Nli! is just 
MB. Thus, in place of (A4) one obtains 

F(K'; K") = .2 MB(K'; K"). (A 7) 
B 

The notion of topological distinctness has been 
applied on two different levels: When in (A4) or (A7) 
we say the sum over diagrams B is over topologically 
different diagrams B, we are considering B to be simply 
a collection of lines and bubbles joined to give a 
geometric figure; the lines are not yet assigned 
particular variables. But when for a fixed B we say 
that the integration region defining MB is restricted 
so that topologically equivalent diagrams are counted 
only once, then we are considering variables (Pi' 1;) 

to be assigned to the lines. This separation into two 
levels is evidently arbitrary. 

The proof given above can be shortened and ex­
tended to products of arbitrary numbers of boxes by 
arguing as follows. In the integration corresponding 
to the sum over the set of intermediate states, one is 
supposed to count only one of the set of possible 
contributions obtained from the various possible 
reorderings of the variables. A reordering of variables 
corresponds to a reordering of the lines associated 
with the intermediate particles. Thus, the ordering 
of the intermediate lines can be considered to be 
completely irrelevant; the intermediate lines can be 
identified by the value of the associated variables 
alone. For every way of connecting the various bubbles 
of the various adjacent columns by lines, and assigning 
a fixed variable to each line, there is at least one 
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contribution to the over-all function. We now define 
diagrams with fixed variables attached to each line 
to be topologically equivalent if and only if they can be 
made identical by some reordering of the various 
bubbles within the various columns. It then follows 
that the contributions from two topologically equiv­
alent diagrams should not both be counted. For 
they must both arise from contributions to the 
individual boxes that are topologically equivalent, 
and hence identical. On the other hand, no two 
contributions that are not topologically equivalent 
in this sense can come from a single set of contri­
butions from the various boxes. Hence. the restriction 
to topologically different diagrams leaves one with 
precisely one complete set of independent contri­
butions. 

The consequence of this argument is that the 
function corresponding to a product of any number of 
functions Sand st, with the intermediate sums 
defined as in the unitarity equations, is represented by 
the function MB, where B is the natural topological 
product of the boxes representing the individual 
functions S and st. One can decompose the various 
boxes into sums of terms represented by different 
columns of bubbles. The natural topological product 
does not include diagrams that are topologically 
equivalent in the sense that they differ only in the 
ordering of bubbles within a column or by the path 
followed by intermediate lines. (Only the end points 
of the lines are significant.) For each diagram B of the 
natural topological product there is one term MB. 
In evaluating this term the integration is restricted 
so that topologically equivalent contributions are 
counted precisely once, where now each line is 
identified by a variable (tiPi)' 

C. Example 

In the main text the combinatoric questions are 
automatically taken care of by the use of functions 
MB; the restriction on the ranges of integrations of 
these functions makes everything correct. To exhibit 
the combinatoric questions resolved by this notation, 
and to confirm our basic formulas, )Ve rederive the 

~+I-~==G=[}+~ 

formulas of Sec. 4 starting directly from Eqs. (A1)­
(A3), and using instead of the functions MB rather 
the functions MB, which have no restriction on the 
domain of integration. 

First consider two-particle unitarity. The two­
particle box is given by 

1-f+l-3 .1--t+T-3 + 1~3 + 1-0-v- 3 
2-L:J-4 2~4 2-0-4 2--().A- 4 • (A8) 

In (A8) the incoming and outgoing lines are identified 
redundantly both by an integer and also by the 
vertical position of the external end points. In the 
remainder of Appendix A we suppress the integer 
and use only the latter method of labeling. Below the 
three-particle threshold, we obtain 

+ =e::cc + ~ + ::x:x: ) (A9) 

+ == + ::x= , 

where the factor 1/2! comes from (A3). (This factor 
1/2! does not appear in the equations of the text 
because there the diagrams represent always the 
function MB whereas in this section they represent 
the functions MB.) Equation (A9) is evidently in 
agreement with (A4). The last two terms on the right­
hand side of (A9) are equal to the identity 

B =2::= (A 10) 

so that the connected part of the unitarity equation is 

~ + ::e: =-z1:&:a:--~:I-r:c±r. (All) 

By a completely analogous procedure we obtain, 
after combining various terms, 

= 0+B+~0r:I+~ 0::(l + h L ~ (A12) 



                                                                                                                                    

392 J. COSTER AND H. STAPP 

where the summation signs are interpreted as in Sec. 4. 
The disconnected parts of (AI2) are equal to the 
identity by virtue of (All), so that the connected part 
of (AI2) vanishes, by unitary. 

To obtain (4.6) when there is no restriction on the 
range of integration, we postmultiply the connected 

part of (AI2) by 

(AI3) 

Consider, for instance, the postmuitiplication of the 
nine dumbbell terms of (AI2), 

(AI4) 

by the 6 + 9 terms of Similarly, the postmultiplication of the terms 

it=CD==~!L( ==+ =e:) B +~!(EE+ r:25C+~) 
= ~! L ( +::r±t + ~ + ~ ). (AI8) 

(AI5) of (AI2) by (AI3) gives 

The result of the multiplication is 

(AI6) 

The last two terms combine to give 

(AI7) 

Substituting the unitarity equation 

+ I:msc + 2:~+~ £E5C 
f f 

+J..~ 
2!~ 

(A2l) 

(AI9) 

These results check with (4.6) if we take account of 
the factors N ti! that relate MB to MB. 

Using (All), we obtain 

(A20) 

into (A20), we obtain 

(A22) 

Equations (A20) and (A22) check with Eqs. (4.7) and (4.8) of the text if the factors Nti ! relating MB to MB 
are considered. 

The remaining equations of Sec. 4 now follow from the equations already derived and pose no combina­
torial problems. 
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APPENDIX B: DETERMINATION OF Mi(K'; r) 
USING FREDHOLM THEORy29 

The Mi(K'; K") are defined by (5.8). Let us first 
assume that E < Mi' Then a comparison of (5.8) 
and (5.6) shows that 

(Bl) 

and that (5.19) must hold. Thus, (5.8) can be written 
in the form 

OJ 

O=-~ - (!) (B2) 

Let us now postmultiply (B2) by 

0· o (B3) 

and go through exactly the steps that led from (5.46) 
to (5.49), but making the replacements 

+-+i, -i-+-, Pi-+Qi' (B4) 

Then in place of (5.49) we obtain 

OJ 0· 
~=~ +~. (B5) 

where 
Qj 

~;:-O-((±)) 
c 

~ Q. Qj 

-~-~) 
tB6) 

C 

The connected part of (5.8), premultiplied by Qi' 
can be written in the ft>rm 

~ 
~= 

~-~ 
~+~ 

0. OJ 0. 

=-(~)c-~· 
Substituting (B7) into (B5) we obtain 

(B7) 

~ (1Q)+~)=(9 . (B8) 

where 
O. (Jj 0 

=0==(~)+O. 
c (B9) 

The kernel of the integral equation (B8) is given in 

•• The application of Fredholm theory to the problem of continua­
tion of many-particle scattering amplitudes to unphysical sheets 
has been discussed earlier by H. P. Stapp in Lawrence Radiation 
Laboratory Report UCRL-I0261, 1962, and Nuovo Cimento 32, 
103, 1964; J. Gunson, Ref. 2; D. I. Olive, Nuovo Cimento 28, 
1318 (1962). 

explicit form by the equations 
OJ OJ OJ OJ OJ 

:0= = =$0: + L 4<:!fn> L~ . 
(BIO) 

OJ OJ OJ 

=G} = ::fO +L~ (B11) 

:GJ: = 
OJ 

P (BI2) 

and 
0, 

:EJ: = :f0: (B13) 

The delta function appearing in (BI0) combines 
with the remaining terms of this equation to give a 
pole with a plus-ie rule. This follows from an argu­
ment similar to that used by Olive, except that one 
uses (5.21) rather than (4.5) to combine the residues 
of the poles. ao The contour of integration can be 
distorted away from the remaining singularities of the 
kernel.31 Thus Eq. (B8) can be solved for Mi(K'; K") 
through the Fredholm formula. 

Using Eq. (5.21) we can express the right-hand side 
of (B8) in the explicit form 

OJ OJ 

~=-n-L(~i$ 

+1C-i-+*=-$), (8[4) 

OJ 

~'=-=0-L¢ (BI5) 

OJ 

=E]==-:0=- L $, (BI6) 

and 
% = -:(): • (BI7) 

We suppose that'(5.21) has been solved already for 
M~2 and that this solution has been substituted in 
(BI4), (BI5), and (BI6), as well as in (BIO) and (Bl1). 
It is then seen that the Fredholm solution of (B8) 
expresses M;3' M~3' and M~2 in terms of bubble­
diagram functions all of which follow a minus-ie 
prescription at the normal two- or three-particle 
threshold at E = Mi' It then follows31 that the solu­
tion Mi(K'; K") of (B8), and moreover Eq. (5.8) 

30 D. I. Olive, Phys. Rev. 135, B745 (1964); see also R. J. Eden, 
P. V. Landshoff, D. I. Olive, and J. C. Polkinghome, The Analytic 
S-Matrix (Cambridge University Press, Cambridge, England, \966), 
p.212. 

31 The argument is essentially the same as in the proof of the 
third structure theorem of Ref. 13. 
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itself, can be analytically continued from E < Mi to 
E > Mi by following a minus-ie rule. 

The original restriction to E < M i , which we used 
to justify (B2), entails that the set of incoming particles 
and the set of outgoing particles each have a sum of 
rest masses less than Mi' Thus these sets are, in effect, 
cut by a Qi bar. Hence the Fredholm solution of (BS) 
is an explicit expression for 

(BlS) 

for E < Mi that has a minus-ie rule for continuation 
past the normal threshold at E = M;. In Appendix C 
we will enlarge upon this result and show that Eq. 
(BS) also determines Mi(K'; K"). (That is, the Qi 
bars can be omitted.) 

The fundamental result established above is that the 
physical scattering function has a continuation past 
the normal-tbreshold singularity in the minus-ie sense, 
apart from possible poles coming from the vanishing 
of the Fredholm denominator. Discounting the 
possibility that these poles become dense,32 we obtain, 
using the same arguments that led to the third 
structure theorem, the result that all terms in (5.S) 
can be continued in the minus-ie sense around the 
normal threshold at E = M;. Thus, this equation 
can be regarded as valid on both sides of E = M i , 

with Mi(K'; K") a function that has a minus-ie 
continuation around the singularity at E = M;. 

APPENDIX C: PROOF OF EQUATION (5.19) 

In Appendix B we showed that the equation 

~~ ~ 
~+~=-~ 

=-~ ii' ~~ 
(Cl) 

valid for E < Mi can be analytically continued to the 
region E> Mi' We now show that Eq. (5.19) is a 
consequence of (Cl) and the definition (5.S). 

It follows from (Cl) and (5.S) that 

~ =-~'+~'), (C2) 

and 

~ =-(0 + ~i (C3) 

and also that 

and 

O· 
~.j.'.p' 
~ 

~j 
~ 

o 
-(~~ --~+~, 

-~,~j) 
--~+~ 

3. A. Martin, CERN preprint. 

(C4) 

(C5) 

Comparison of the right-hand sides shows that the 
left-hand side of (C2) is equal to the leff-hand side of 
(C3), and that the left-hand side of (C4) is equal to the 
left-hand side of (C5). Using this result and Eq. (5.S), 
we obtain 

and 

P OJ P pOP 
~-~ 
~--~+ 

OJ P 

(tU), 

~--I~ ~, 
~-\~+~. 

(C6) 

(C7) 

Since the right-hand sides are equal, so are the left­
hand sides, and hence the proof of (5.19) is complete. 

Since Eq. (BS) was based on (5.S), (5.19), and 
nothing else, we see that (BS) can be used to determine 

~ ,~. 
(CS) 

as well as 

~. (C9) 

Alternatively, we can determine the quantities (CS) 
in terms of (C9) by directly using (5.S) and (5.19). 
Thus, we may write 

and 

o 
o~p. _ O~Fl o~.' P; 

I -- - - I - , 

P~o_ Wi P~i 
~--~ -~, 

P~ _ Pi..r+l!l P~ 
~--~ + ~ 

(ClO) 

(Cll) 

(CI2) 

APPENDIX D: THE Fnm AS SHEET CONVERTERS 

The right-hand sides of the discontinuity equations 
given in the previous sections are expressed in terms of 
plus bubbles and F boxes. These boxes are defined in 
terms of physical scattering amplitudes by Fredholm 
integral equations. It is shown in this appendix that 
the effect of applying a (nontrivial) F box to the 
physical scattering amplitude is to convert the latter 
to its value on the unphysical side of a certain cut. 
This result allows one to express the discontinuity 
formulas in all cases considered in this paper in terms 
of the scattering amplitudes evaluated on various 
sheets, instead of in terms of physical amplitudes and 
F boxes. The proof depends, however, on the so­
called extended unitarity equations. 

In the main text we have been careful to use only 
physical unitarity equations. In particular, the various 
momentum vectors are always real, apart from infini­
tesimal variations needed in the continuation around 
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Landau singularities. This restriction means that 
the unitarity equations below a certain threshold in 
the total energy at E = M; hold only if the sums of the 
rest masses of the initial and final particles are both 
less than M;. There are similar restrictions on the 
masses of subsets of initial and final particles associa­
ted with subenergies. The equations obtained if one 
relaxes these conditions are called extended unitarity 
equations. Their justification within the S-matrix_ 
framework is discussed in Refs. 13, 30, and 33. 
In this appendix these extended unitarity equations 
are assumed without further comment. 

Consider first the set of Landau diagrams 

P; 

°,2= xtx . (DI) 

From (5.22) and the fact that M~2 has a minus-ie 
continuation past .A(,+[D12], we obtain 

p. 
1 

=®= = =0= =-::0= ( I = -:f0: ) (D2) 

p. 

=( I =- Di):0=, (D2') 

where 
(D3) 

This derivation depends on the assumption that the 
region E < Mi contains physical points. That is, 
within the framework of the physical unitarity equa­
tions, the derivation of (D2) and (D2') is only justified 
if the set of incoming particles and the set of outgoing 

particles each has a sum of rest masses smaller than 
Mi' This restriction can be represented by placing Qi 
bars on the external lines. By virtue of the extended 
unitarity assumption, this restriction can be dropped, 
and one obtains as special cases of (D2) and (D2') 
the results 

P P, 

= B:DF (D4) 

and 

Pi R 

=~. (D4') 

Similarly, using the results of Sec. 4, we find that 

~ (D5) 

where 

(D6) 

Next consider the set of Landau diagrams 

(D7) 

The discontinuity around the set of Landau surfaces 
.A(,+[D131 is derived, according to the method of Sec. 6, 
by noting that the connected part of (5.18) can be 
written in the form 

=0:- $-£tb-L¢ 
P. ~ 

=8=-2:$ 2:$=0, 
(D8) 

where only the first four terms can support a diagram of the set D13 with all a's positive. Thus we obtain 
p. p. p, R 

=B$ = d (2: -2:~-3Z$) 
Pi Pi 

+=Gt(-~) (D9) 

P. p. 

~ 
aa J. B. Boyling, Nuovo Cimento 33, 1356 (1964). 
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where 

(010) 

Using similar methods we can establish the more 
general results 

p. p. 

= W(~)-i ~ (011) 

and 

(012) 

p. 

~ 
Formulas (04), (04'), (05), (011), and (012) 

can be substituted on the right-hand side of the 
various discontinuity equations derived earlier. The F 
boxes are thereby eliminated, but the scattering 
functions are evaluated on unphysical sheets. 

APPENDIX E: PROOF OF THE ABSENCE OF 
CERTAIN POSITIVE-a LANDAU SINGULAR­

ITIES IN CERTAIN BUBBLE-DIAGRAM 
FUNCTIONS 

In this appendix we prove that certain sets of bubble 
diagrams occurring in the equations of the main text 
and in Appendix D cannot support certain Landau 
diagrams with all (X's positive, provided the signs of 
the (X's are restricted in accordance with the second 
structure theorem. 

Consider first the Landau diagram D2 defined in 
(5.27) and the set of bubble diagrams Rl defined in 
(5.31). Let each M~2 occurring in Rl be replaced by the 
right-hand side of (5.13). Since we are interested only 
in Landau diagrams with all (X's positive, all minus 
bubbles in Rl can be replaced by point. vertices. Then 
the function M~2 can also be replaced by a point 
vertex since none of the internal lines shown in the 
right-hand side of (5.13) can be a line of D2 • It is 
seen by inspection that no term in R1 , except possibly 
contributions of the type 

OJ 

B2 =Btk 
k 

(El) 

can support D2 with all (X's positive. [The letters 
labeling the internal lines in (E1) stand for a specific 
set of integers.] Clearly, the bubble diagram B2 
cannot support D2 with all (x's positive if line m is 
contracted. Thus, this line must be one of the two 
internal lines of D2. The other line of D2 cannot be i, 
because of the projection Qi' nor can the remaining 
line of D2 be line j (or k) for the resulting Landau 
loop equation; ajPi + amPm = 0 cannot be satisfied 
with all a's and all p~ positive. Finally, the second line 
of D2 cannot be an internal line of the 3 ~ 3 plus 

bubble because the stability requirement would then 
force one final external line to emerge from the right­
hand vertex of D 2 , contrary to its definition. Thus all 
the possibilities are eliminated, and B2 cannot support 
D2 with all a's positive. Hence, neither can R1 • 

Next consider the diagram Da defined in (5.33). 
After carrying out the substitutions specified in Sec. 
5e, we see by inspection that no term of (4.6), except 
Mia, T(Da), and possibly contributions of the type 

OJ 

B3=~ (E2) 
~, 

can support Da with all a's positive. Line m of Ba 
cannot be contracted and must be line 4 of Da. Then 
applying the same arguments as above, we conclude 
that Ba cannot support Da with all a's positive. 
Similar arguments can be made for the extended 
ice-cream cone diagram. 

Consider next the diagram Ds defined in (5.43). 
The 3 ~ 3 i bubble occurring in (5.52) cannot support 
Ds with all (X's positive. This follows by considering 
the right side of (5.12), a typical term of which is 

Q j Qj Qj Q j Qj Q, 

B5=~. (E3) 

All the bubbles of Bs can be contracted to points. 
Line m must evidently also be contracted if one is to 
obtain Ds. One then sees that any way of picking out 
three internal lines of Bs such that the contraction of 
all others leads to a diagram with the structure of ])s 
is such that these three lines are cut by the same Qi bar 
of Bs. But then these three lines cannot be lines 1, 2, 
and 3 of Ds , and hence Bs cannot support Ds with all 
a's positive. Similar arguments show that none of the 
terms on the right-hand side of (5.52) can support Ds 
or D6 [or in fact any of the diagrams of D8 defined in 
(6.2)] with all a's positive. 

The 3 ~ 3 i bubble cannot support the last diagram, 
D~a' on the right side of Eq. (0'7) with all (X's positive. 
To see this, consider again the typical term Bs. 
Evidently, D~a cannot be obtained if m is contracted. 
Thus m must become one of the two internal lines of 
D~a' The second one cannot be f, because the Landau 
equations are not then solvable with positive (X/s and 
prs. Thus the second line of D~a must be line k of Bs. 
Then Bs cannot support D~3 with all a's positive 
because of the restrictions imposed by the Qi bar. 
Similarly arguments show that the last two terms on 
the left of (08) cannot support D~a with all a's 
positive. 

Because minus bubbles can be contracted to points, 
we see that no term on the right side of (6.10) can 
support a diagram of the set D:o with all (X's positive. 
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The Ehrenfest wind-tree model-a special case of the Lorentz model-where noninteracting point 
particles move in the plane through a random array of square scatterers, is used to study the divergences 
previously discovered in the density expansions of the transport coefficients. Two cases for which the 
results are qualitatively different are discussed. When the scatterers are not allowed to overlap, the 
diffusion of particles through the array of scatterers is normal, characterized by a diffusion constant D. 
The calculation of D-1 is carried to the second order in the density of the scatterers, and involves a 
discussion of the above-mentioned divergences and a resummation of all most-divergent terms in the 
straightforward expansion of D-1. If, however, the trees are allowed to overlap, the growth of the 
mean-square displacement with time is slower than linear, so that no diffusion coefficient can be defined. 
The origin and possible relevance of this new phenomenon to other problems in kinetic theory is dis­
cussed. The above results have stimulated molecular dynamics calculations by Wood and Lado on the 
same model. Their preliminary results seem to confirm the theoretical predictions. 

1. INTRODUCTION 

It is well established by now that a straightforward 
generalization of the Boltzmann equation to higher 
densities is not possible.! As a consequence, a density 
expansion of the transport coefficients does not, in 
general, exist. In fact, a natural generalization to 
nonequilibrium of the methods used to obtain virial 
expansions in equilibrium leads to divergent collision 
integrals, and thereby to infinite virial coefficients for 
the transport coefficients.1.2 

The same infinities are found in the density ex­
pansions3 of the transport coefficients, as expressed in 
terms of time-correlation functions.1.4·5 Kawasaki 
and Oppenheim,4 in addition, proposed a formal 
resummation of the expansions which removes a 
certain class of most-divergent diagrams in each 
formal order of the density. 

Although no rigorous proof of the divergences 
exists,6 their origin is in principle well understood. 
An explicit discussion of the difficulties, as well as of 
the proposed remedies, however, is complicated by 
the intricacies of the dynamics of groups of particles 
interacting through a general short-range potential. 

1 See for example, J. R. Dorfman and E. G. D. Cohen, J. Math. 
Phys. 8, 282 (1967). 

2 J. V. Sengers, Phys. Rev. Letters 15, 515 (1965). 
3 R. Zwanzig, Phys. Rev. 129, 486 (1963); K. Kawasaki and I. 

Oppenheim, Phys. Rev. 136A, 1519 (1964); M. H. Ernst, J. R. 
Dorfman and E. G. D. Cohen, Physica 31, 493 (1965). 

• K. Kawasaki and L. Oppenheim, Phys. Rev. 139A, 1763 (1965). 
See also their paper in Proceedings of the IUPAP Meeting, Copen­
hagen, 1966, T. A. Bak, Ed. (W. A. Benjamin, Inc., New York, 
1967), p. 313. 

• L. K. Haines, J. R. Dorfman, and M. H. Ernst, Phys. Rev. 144, 
207 (1966). 

• Except in the case of special models. 

For such a discussion it seems therefore natural to 
consider models which are complicated enough to 
contain the essential difficulties, but sufficiently 
simple to permit explicit calculations. The Lorentz 
models, where one studies the motion of particles 
without mutual interaction through a random array 
of stationary scatterers, form one such class of 
models. 

The purpose of the present paper is to investigate 
the difficulties outlined above as they manifest them­
selves in a special case of the 2-dimensional Lorentz 
gas. Before this work was completed, the results of 
similar studies became available.7- 9 In particular, 
van Leeuwen and Weijland7 considered the 2- and 
3-dimensional Lorentz models with circular (spherical) 
scatterers and demonstrated explicitly the existence of 
divergences in the density expansion of the diffusion 
coefficient. They were also able to elucidate the 
resummation of Kawasaki and Oppenheim. Their 
model was still too complicated, however, to make 
feasible a computation of the full first order (in the 
density) for which resummations become necessary.lO 

For a special case of a 2-dimensional Lorentz model, 
the wind-tree model introduced by Ehrenfest and 
Ehrenfestll-where the randomly distributed scatterers 

7 J. M. J. van Leeuwen and J. Weijland, Phys. Letters 19, 562 
(1966); Physica 36, 457 (1967) and 38, 35 (1968). 

8 J. L. Lebowitz and J. K. Percus, Phys. Rev. 155, 122 (1967). 
• W. Hoegy, thesis, University of Michigan, Ann Arbor, Mich., 

1967. 
10 For example in the case of circular scatterers, where the O(n2 ) 

contribution is the first order in the density n of the scatterers that 
diverges, van Leeuwen and Weyland computed the coefficient of 
the term of O(n2 In n), but not of O(n2 ). 

U P. Ehrenfest, Collected Scientific Papers (North-Holland 
Publishing Co., Amsterdam, 1959), p. 229. 
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are squares wIth parallel diagonals-we showl2 that 
in the case where the squares are not allowed to over­
lap each other, it is indeed possible not only to 
demonstrate the existence of the divergences and 
discuss their elimination, but also to obtain essentially 
the complete first correction to the Boltzmann result 
for the diffusion constant. This again has stimulated 
a direct evaluation of the diffusion coefficient for this 
case by molecular dynamics by Wood and Lado, and 
thus made possible a confrontation between theory 
and "experiment." 

We also consider the case that the squares are 
allowed to overlap each other. In this case, however, 
the very simplicity of the model introduces new 
difficulties which lead to the discovery of a novel type 
of divergence, which does not exist in the case of 
nonoverlapping scatterers within the order to which 
the calculations are carried out. This qualitative 
difference between the two cases seems to be confirmed 
by the machine calculations.13 

In Sec. 2, the precise definition of the model treated 
in the present paper is given. Section 3 contains the 
basic formulas on which the subsequent discussion is 
based. The Boltzmann result for the inverse diffusion 
coefficient and that part of the first correction to it for 
which resummations are unnecessary are given in 
Sec. 4. The existence of the divergences is demonstrated 
in Sec. 5, where a general prescription for their removal 
is also given. In Secs. 6, 7, and 8, the contributions 
to the first correction to the Boltzmann result 
stemming from the various classes of most divergent 
diagrams are calculated. The significance of the results, 
particularly of the new type of divergence discovered 
in Sec. 8, are discussed in Sec. 9. 

2. THE MODEL 

In the Ehrenfests' wind-tree model, classical point 
particles without mutual interaction (the "wind" 
particles14) move in a plane through a random 
array of immovable square scatterers (the "trees" 14) 

with parallel diagonals of length 2a. The particles 
move only in the four directions parallel to the 
diagonals of the squares. 

In this paper we are interested in the asymptotic 

12 The main results have been published previously; see E. H. 
Ha,uge and E. G. D. Cohen, Phys. Letters, 25A, 78. (l967~. The 
following detailed report on the present problem IS available: 
E. H. Hauge and E. G. D. Cohen, "Divergences in Non-Equilibrium 
Statistical Mechanics and Ehrenfest's Wind-Tree Model," Det 
Fysiske Seminar i Trondheim, No. 7 (Institute for Theoretical 
Physics, N.T.H., Trondheim, Norway, 1968). 

18 W. W. Wood and F. Lado (private communication). 
14 This picturesque vocabulary is not found in Ref. II. However, P. 

Ehrenfest used it in his lectures, and it has also appeared previously 
in the literature.1• 

15 A. J. F. Siegert, Phys. Rev. 75, 1322 (1949). 

time dependence of the mean-square displacement, 

,:let) == ([r(t) - r(0)]2), (2.1) 

of the moving particles, where ret) is the position of a 
particle at time t. The average ( ) is to be understood 
as follows: 

First, the scatterers are distributed randomly over 
the plane according to one of the following two 
prescriptions: 

(A) All configurations are equally probable (i.e., 
overlapping squares are allowed). 

(B) Configurations with overlapping squares are 
excluded. All other configurations are equally probable. 
(These are referred to as Cases A and B, respectively.) 

Second, the moving particles are inserted between 
the trees at t = O. 

Third, one averages over the square displacement 
of the moving particles at t for all allowed con­
figurations of the scatterers. 

By this prescription16 for the average, we have 
excluded (as we are free to do in our model) any 
influence of the moving particles on the distribution 
of the trees. Furthermore, since the moving particles 
have no mutual interaction, we have at the same time 
reduced the problem to that of a single particle moving 
through a random array of scatterers. 

For ,:let) we appeal to the well-known equation 

.!{ ,:l(t) = 2 tdt'(v(t')' vet»~ 
dt Jo 

= 2fdT(V(0) • VeT»~, (2.2) 

where all we have used is the property of time trans­
lation invariance of the average, i.e., (v(t'). vet»~ = 
(v(O) • vet - t'». When the diffusion coefficient D 
defined by 

D == lim! tdT(v(O)' VeT»~ (2.3) 
t ..... oo2 Jo 

exists and is nonzero, the asymptotic time-dependence 
of the mean-square displacement is clearly 

,:let) "-' 4Dt, (2.4) 

and the problem is thus reduced to the computation 
of D. 

Strictly speaking, with the system enclosed in a 
box of finite "volume" V = £2, ,:l can at most become 
of O(L2) and it follows from (2.2) that the resulting 
diffusion coefficient (2.3) vanishes identically. For 
(2.3) to be a meaningful definition of D, it must be 

16 Which is precisely the one adopted by Wood and Lado in their 
molecular dynamics calculations. 
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understood that the thermodynamic limit N -- 00, 

V -- 00, N/V ,;; n. where N is the number of scatterers 
in V, must be taken before the limit t -- 00. 

Even with the limits taken in this order it will be 
shown in Sec. 10 that with overlapping trees the 
diffusion coefficient vanishes. This should be inter­
preted as a result of an abnormal diffusion process in 
which ,:let) grows slower than linearly with time for 
long times. The detailed discussion of this phenom­
enon will be postponed to Sec. 9. 

3. BASIC FORMULAS 

In this section we give the formulas on which the 
discussions in later sections are based. For details of 
their derivation the reader is referred to Appendix A. 

For the inversion introduced later in this section, 
but in particular for the binary collision expansion 
used to discuss the divergent terms and their resum­
mation in Secs. 5-8, it is convenient to introduce 
Laplace transforms. Accordingly we adopt a definition 
of the diffusion coefficient differing slightly from (2.3): 

D' = lim! roo dte-'t(v(O) • vet»~. (3.1) 
, .... 02 Jo 

For the purposes of the present paper the two def­
initions are completely equivalent, and the distinction 
will not be made from now on. 

For simplicity we assume that the moving particles 
all have the same absolute value of the velocity v, 
and one can then write 

D = lim tv • 4»(v, e), (3.2) 
' .... 0 

with 

4» = lim J ... Jdr dQN per, QN)G(QN, x, e)v, (3.3) 
N.V .... oo 
N!V=n V 

where QN = {Ql' ... , QN} are the positions of the 
N scatterers. x = (r, v) is the phase of the moving 
particle and G(QN, x, e) == G(1 ... N) is the Laplace 
transform of the dynamical operator exp (tJe): 

G(l ... N) = J~oo dt exp (-et) exp [tJe(x, QN)] 

= [e - Je(x, QN)]-t, (3.4) 

where exp [tJe(x, QN)] transforms the phase of the 
moving particle at t = ° into that at t, and is defined 
by 

F(x(t» = exp [tJe(x, QN)]F(x(O», (3.5) 

for any F(x). The probability distribution p(r, QN) 
for one moving particle and N scatterers is, according 
to the prescription in Sec. 2 for the average, given as 

per, QN) = Zl/ exp [-H(r, QN)], (3.6) 

with 

ZN = r· J dr dQN exp [-H(r, QN)]. (3.7) 

v 
One can write 

N 

H(r, QN) = ! VCr - Qk) + ! W(Qk - Ql) (3.8) 
k=l k<l 

and in the two cases treated in this paper one has 

A and B: VCr - Qk) 

= roo, when r is inside scatterer number k, (3.9) 
0, otherwise. 

(A) W..t(Qk - Ql) = 0; 

(B) WB(Qk - Q,) 

(3.10) 

{

OO' when scatterers numbers 

= k and I overlap, (3.11) 

0, otherwise. 

A direct density expansion of 4», and thus of the 
diffusion coefficient, can be shown not to be meaningful 
in the limit e -- 0.3 However, when (3.3) is inverted to 
give v in terms of 4», one can derive the following 
expression for the inverse diffusion coefficient (see 
Appendix A): 

D-1 = 2a-1v-I y = lim 2a-I v-1y(e), (3.12) 
' .... 0 

with 
y(e) = av-3v· K(v, e, n)v. (3.13) 

The operator K is given as a formal power series in the 
density 00 

K = ! nlKI' (3.14) 
1=1 

where K, is expressed in terms of Laplace transforms 
of dynamical operators involving I scatterers only. 
The explicit expressions for I = 1, 2 are given in 
(AI8) and (AI9), and will be used in the next section 
to compute the corresponding contributions YI, Y2 to 
y, which are well behaved in the limit e -- 0. 

For I ~ 3, the expansion (3.14) is shown in Sec. 5 
to contain terms leading to divergent contributions to 
Y in the limit e -- 0. In Sec. 5 we express the K, 
operators in terms of binary collision operators, and 
it is shown that the expansion (3.14) then serves as a 
useful starting point for resummations by which these 
divergences are removed. Consequently, Eqs. (3.12)­
(3.14) are adopted as the basis for the subsequent 
discussion. 

4. FINITE RESULTS FROM THE INVERTED 
EXPANSION TO l?(n2) 

The two first terms in the formal density expansion 
of the operator K [see (AI8)-(A21)] give rise to 
contributions to y that are finite in the limit e -- O. 
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--%-~ 
(a) 

~=4 
(b) (~) 

(d) 

FIG. 1. Events contributing to Y •• 

Except for their numerical values, they are conse­
quently not of central concern in this paper, and no 
detailed derivation of the corresponding contributions 
to Y is given here.17 However, it is interesting that they 
can all be stated in the form of phase integrals 
associated with certain collision events, as is exhibited 
below. 

The term of 19(n) (the "Boltzmann term") follows 
from (AI8) and (A20) in the limit E---+-O and is pro­
portional to the total cross section of the scatterers 
(cf. Fig. 2.): 

YI = lim YI(E) = an fa dbl = 2p, (4.1) 
£-+0 J-a 

where hI is the impact parameter in the collision 
between the moving particle and tree I, and where 
p = a2n is the dimensionless density of the scatterers. 

The operator K2 of (AI9) gives rise to contributions 
to Y of 19(p2) [see (A2I)]. Some of these terms corre­
spond to actual collision events with two trees, while 
others should be viewed as corrections to the 19(p) 
result due to the nature of the expansion formalism. 
In the limit E ---+- 0, however, they can all be expressed 
in terms of phase integrals of the type 

(4.2) 

where QI is kept fixed, and with various restrictions, 
here indicated by (i), on the integration over Q2. 
We define three types of contributions: 

(A) The "real" contribution y~r) stems from events 
of the type shown in Fig. I (a) with real collisions only. 
The corresponding restrictions on the integration over 
Q2 are such that: 

(i) the moving particle collides with tree I first; 
(ii) the total number of collisions in the event is an 

odd integer larger than, or equal, to 3. 

17 Details are given in Ref. 12. 

With these restrictions integration yields 

y~r) = (7T2/9 _ 1)p2. (4.3) 

(B) The "virtual" contribution y~,,) corresponds to 
the event shown in Fig. I (b) and the integration is over 
configurations such that 

(i) the particle first has a "virtual" collision (i.e., 
it passes through tree I); 

(ii) it subsequently suffers a real collision with 
tree 2 and a second, real collision with tree 1. Possible 
additional collisions should not be taken into account. 

The result of the integration is 

(4.4) 

The contributions (4.3) and (4.4) are independent of 
whether the trees are allowed to overlap or not. In the 
derivation of y~r), however, the factor g(r, I, 2) in 
(A2I) was put equal to unity. This is strictly correct in 
the limit E---+-O for Case A, but with nonoverlapping 
trees it leads to an error which is corrected for by the 
following. 

(C) The last type is the "overlap" contribution, 
which vanishes by definition in Case A: 

y~o)A == O. (4.5) 

In Case B it can be written as a sum of two terms, 
both of the form (4.2): 

y~o)B = _1(0) + f O). (4.6) 

](0) stems from events of the type shown in Fig. I(c) 
and the restrictions on the integration are accordingly: 

(i) tree I overlaps with tree 2; 
(ii) the particle has a real collision, first with tree 

I and subsequently with tree 2. 
The result is 

(4.7) 

Figure I (d) shows the type of events leading to 
J(O), where 

(iii) trees I and 2 overlap; 
(iv) the particle first has a virtual collision with 

tree I and subsequently a real collision with tree 2. 
One finds 

(4.8) 
so that 

(4.9) 

Summing (4.3), (4.4), and (4.5) or (4.9), for the 
complete 19(p2) contribution stemming from K2 one 
finds 

yt = (7T2/9)p2, 

y~ = (7T2/9 + 4)p2. 

(4.10) 

(4.11)' 
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Two remarks are here in order: 

(a) According to the rule given by Kawasaki and 
Oppenheim,4 Y2 should diverge for 2-dimensional 
models like In E in the limit E -+ O. This is in fact 
borne out by the Lorentz model with circular scat­
terers,7 where the divergence can be traced to the event 
corresponding to the first one shown in our Fig.l (a). 
In the present case, however, the divergence is sup­
pressed because the discreteness of the velocity space 
poses a severe restriction on the allowed phase of tree 
2 relative to tree 1. The example shows that the 
details of the interaction cannot be completely 
neglected in arguments like the one given in Ref. 4. 

(b) It is also worth noting that in a Lorentz model 
with oriented polygons of 4N sides as scatterers, 
in the limit E -+ 0, one finds 

Y2(0) ,......, p2 ln N + terms finite when N -+ 00, 

so that in the circular limit N -+ 00 (at constant 
diameter), we retrieve the logarithmic divergence 
mentioned under point (a). 

If the operator K of (3.14) had been well behaved 
in the limit E -+ 0, the results (4.10) and (4.11) would 
have been the complete contribution of O(p2). We 
show in the following section, however, that the 
K expansion still contains divergences as E -+ 0, and 
as a result (4.10) and (4.11) do not represent the 
complete contribution to Y of O(p2). 

5. DIVERGENT TERMS 

A. Resummations 

For I ~ 3 the expansion (3.14) gives rise to divergent 
contributions to Y(E) in the limit E --,+- 0, as is shown 
explicitly below. The great majority of the most 
divergent terms to each order in n, which are of 
central interest in the following, are independent of 
the statistical factor per, QN) in (3.3). Accordingly it 
is convenient to split the operators K, (l ~ 3) of 
(3.14) into two parts, 

K z = K~ + K~t. (5.1) 

The "dynamical" part Kf is defined as the resulting Kz 
if per, QN) in (3.3) is put equal to unity. Equation 
(5.1) then defines the "statistical" part K:t as the 
corresponding correction term. By definition, Kf is the 
same for both Cases A and B, while K~t is different in 
the two cases. 

A simple representation of Kf in terms of the paths 
of collision events with I trees (essential for the 
classification of events) is derived by the following 
two steps: 

First, we express Kf as an expansion in terms of the 

--r,v 

FIG. 2. Effect of the binary-collision operator. 

binary collision operator C(1, x, E) = C(1), given by 

C(l)F(v, r) = e-<:Tl{ F(vl' r + V'Tl) - F(v, r + V'Tl)}, 

(5'.2) 

for any function F(v, r) (see Appendix B). Here 'T1 is 
the time from the initial configuration (r, v, Ql) until 
the collision of the moving particle with tree 1. If 
there is no such collision, C(1) = 0 and we conven­
iently define 'Tl to be infinite. The velocities before 
and after the collision are v and VI' respectively 
(see Fig. 2). 

The binary-collision expansion3•18 of Kf reads as 
follows (see Appendix B): 

K~v = -E I 2' f·· ·fdQZC(i1) ••• C(i,,)v, 
"=Z+1 {i} 

(1." .• 5) (5.3) 

where conditions on the sum over the sets of labels 
{i} are the following: 

(1) All labels il ... i" belong to the set {1 ... I}. 
(2) in+! -:F in, n = 1, 2, ... ,p - 1. 
(3) All labels in the set {1 ... I} occur at least once 

in the set {il ... i,,}. 
(4) The labels are ordered with respect to their first 

appearance in the sequence il ... i". 
(5) The sum is over irreducible products only. 

The term "irreducible" is defined in Appendix B. 
A simpler definition in terms of the path of collision 
events is given below. 

The second step is to split the binary-collision 
operator C into two parts, each of which has a well­
defined effect on the velocity: 

C(l) = cr(l) + CV(l), (5.4) 

where the reaP9 collision operator cr(l) is defined by 
[cf. (5.2)]: 

Cr(l)F(v, r) = e-<:TIF(vl , r + V'Tl), (5.5) 

and the virtual19 collision operator CV(!) is corre­
spondingly given by 

CV(l)F(v, r) = -e-<:TIF(v, r + V'T1). (5.6) 

18 T. D. Lee and C. N. Yang, Phys. Rev. 113, 1165 (1959); A. J. 
F. Siegert and E. Teramoto, Phys, Rev. 110, 1238 (1958). 

19 The terms "real" and "virtual" are here used in a similar sense 
as in Sec. 4. 
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FIG. 3. Graph representing the product CV(l)cr(2)cr(3)C'(2)CV(3) 
X CV(4)cr(5)cr(6)cr(l), or the same product with C"(3) missing. 

Introduction of this splitting into (S.3) gives 

K~v = -Evil ti' 81=r.; ... ; f· .. f dQZ 
(1 ••• '.5) sp=r.v 

x CS1(i l )' .. C
8p(iv)v. (S.7) 

The point distinguishing (S.7) from (S.3) is that now 
every operator in the integrand has a well-defined 
effect on the velocity (with cr it still depends on the 
impact parameter, of course). A given term in (S.7) 
can therefore be given a simple graphical representa­
tion in terms of a path.20 An example is shown in 
Fig. 3. The notion of an irreducible product is 
readily interpreted on the basis of such diagrams. A 
product of binary-collision operators (real or virtual) 
is called irreducible if one cannot make the corre­
sponding graph disconnected by cutting the path at 
any single point. 

Using (3.4), (S.S), and (S.6), and introducing 

f dQl -+ v i"'d1'lf:dbl' (S.8) 

we can immediately perform the 1'1 integration in (S.7) 
to get 

nZK~v = nZ I I' I (-l(+1v v=/+l {i} {s} 

x f:dblI-· 'j'dQ 2 '" dQz 

x e-(T2+" '+Tp)vi{i}, {s}) 

= nZ I (_1)V+1V 
irr, r,v 

x f:dblI-· 'j'dQ2'" dQze-Tvf , (S.9) 

where V is the number of virtual collisions in the 
sequence {s}, 1'k is the time between the (k - l)th 

20 Note that there is not a one-to-one correspondence between 
a product of operators and a graph. A product of CSi(i)-operators 
determines uniquely (apart from the trivial dependence on the 
impact parameter of cr) the corresponding graph. A given graph, 
however, can correspond to several products of operators. The 
point is illustrated by Fig. 3 where to the second collision with 
tree 3, one mayor may not associate a virtual collision operator. 
The respective contributions to y will be of opposite sign, but will 
not cancel since the additional CV(3) represents a restriction on the 
integration over Q a • (See, however, Ref. 12, Appendix F, where a 
class of events is considered for which the corresponding cancellation 
is complete.) 

FIG. 4. Event leading to a divergence. 

and the kth collision, and vi{i}, {s}) the velocity after 
the sequence of p collisions has been completed. 
[That is, vv({i}, {s}) is the result of a product of C­
operators, characterized by the sets {i} and {s}, 
acting on the initial velocity v.] The prime indicates 
that the integrations over Q2 ... Qz are restricted to 
configurations such that the given sequence of 
collisions can take place. In the second line we have 
simply indicated that the sum should go over all 
irreducible (irr) sequences of real (r) and virtual (v) 
collisions involving I trees. Furthermore, l' = Ii 1'; is 
the time between the first and the last collision in the 
sequence, and v

f 
the final velocity after the event has 

been completed. 
B. Divergences 

It is now easy to see from (S.9) that all divergences 
in the limit E -+ 0 have not been removed by passing 
from the B expansion to the K expansion as was done 
in Appendix A. Consider, for example, the sequence 
of operators CV(l)cr(2)cr(3)cv(l). The corresponding 
event is shown in Fig. 4. The leading contribution to 
V· n3K~v from this event for small E is, by (S.8) and 
(S.9), 

v. n3
( -1)3Via dblio db2io db3 [00 d(V1'2) 

-a ---a -a Jo 
(S.lO) 

which clearly does not exist in the limit E -+ O. The 
divergence stems from the V1'2 integration, i.e., from 
the integration over infinitely long paths between 
tree 1 and trees 2 and 3. We remark that 

(i) the divergence difficulty in the example is not 
spurious and one can convince oneself that the 
divergent contributions to any single K~ do not cancel 
in general2l ; 

(ii) for a classification of the various contributions 
the splitting (5.4) of C leading to a well-defined path 
is essential; and 

(iii) the order of the divergences increases with 
increasing order of n and, in general, one finds that 
the most divergent contributions in a given O(n) 

21 The order of the limiting processes is unimportant [the literature 
contains statements to the contrary; see J. Stecki, Phys. Letters 19, 
123 (1965»). If we put .- = 0 in the integrand of (5.10), we get a long 
path divergence. If we integrate first, we get a divergence for small .-. 
And finally, if we had also performed an inverse Laplace transform 
on (5.10) the result would have been a long time divergence. 
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behave like 

YI(e) == nlav-av· Klv......., nZ
e-(/-2) , I ~ 3.22 (5.11) 

C. Heuristic Discussion 

The divergence difficulties encountered in Sec. 5B 
are of precisely the same origin as those occurring with 
more realistic models. The essence of cluster ex­
pansions, such as the one introduced in Appendix A, 
is to express the properties of the total N-body system 
as a series expansion, the terms of which are succes­
sively determined by the properties of the 2, 3, 
4, ... body systems. This is precisely the program that 
leads to the equilibrium virial series for systems with 
forces of finite range. In nonequilibrium, however, a 
new type of infinite-range difficulty arises in such 
expansions from correlations due to particles tra­
versing very long paths. 

Physically speaking, what is wrong with (5.9) is that, 
in the limit e -+ 0, events that need very long times for 
their completion are overemphasized. From a purely 
heuristic point of view, one is tempted to correct 
for this by introducing a probability exp (-1/),) = 
exp (- (xT) that a straight path of length I = VT be left 
undisturbed. (Here ), is the mean free path, and 
(X-I = A/v is the mean free time between collisions.) 
If this is done, the effect on (5.9) is that even in the 
limit e -+ ° the damping exp (-(xT) -on the integrand 
remains. 

All the integrals thereby become finite. However, 
the density dependence of every term will be different, 
since to lowest older (x......., ),-1 ......., n. Effectively then, 
all e's can be replaced by (const X n)and the estimate 
(5.11) for the most divergent contributions in any 
formal order of n is changed to 

Yz = lim Yz(e) ,......, nZn-(Z-2) = n
2

• (5.12) 
<-0 

Thus, that part within every formal order of n (in the 
K expansion) which is most divergent as e -+ 0, in the 
final analysis contributes to the first correction to 
the Boltzmann result, and will thus be of the same 
order as the Y2 computed in Sec. 4. Less divergent 
pieces only contribute in higher orders of the density. 

D. Formal Argument 

The beauty of the Lorentz models is that the heur­
istic arguments of the preceding paragraphs can in a 
simple way be paralleled by explicit calculations based 
on (5.7) and (5.9). 

Take an arbitrary term in the sum nZK?v [Eq. (5.7)] 

•• To prove this result a general classification scheme of all 
irreducible graphs, which is not available at present, would be 
needed. See Sec. 5E. 

\----- VTn --~·I 

FIG. 5. Uncorrelated virtual collision. 

and consider the integrand with a fixed configuration 
Ql' ... , Qz, so that the path is well defined. Let 
CSm(im)C'''(in) be two consecutive operators in the 
product. Form the sum 

C"(il) ... C'm(im) 

X [1 + n fdQ"cv(jl) 

+ n2 f dQ;, r dQi.cv(jl)cv(j2) + .. -] 
X C'''(in) ... C,p(i1J)Gv. (5.13) 

The first term reproduces the integrand considered. 
In the second one, tree A is not a member of the basic 
set of I trees. Since the integration is restricted so that 
the virtual collision with jl occurs between the 
collisions with trees im and in, the second term is part 
of the sum nZH KtH v, although the path is exactly the 
same as in the first term. In the third term none of the 
trees jl' j2 belongs to the basic set, and the integra­
tions are such that the virtual collision with jl occurs 
after the collision with im ; the virtual collision with 
j2 occurs after the collision with jl' but before the 
collision with in [see condition 4 on the sum in (5.3) 
and (5.7)]. The third term is thus a part of nZ+2K'?+2v, 
and in the same way one goes on. 

All of the inserted virtual collisions are with trees 
occurring only once in the complete integrand. We 
call them uncorrelated virtual collisions. They can 
clearly be integrated over with the basic set Ql ... Qz 
(or equivalently the path) fixed, and since in these 
dynamical contributions all g's are replaced by unity 
even in Case B, the inserted trees can freely overlap. 
Thus the sum in the bracket of (5.13) reduces to 

The restriction on the integration is the same as for 
S' dQiI in (5.13). From Fig. 5 it follows that 

fdQ = 2aVTn + <9(a2
). (5.15) 

Since, to <9(p2) in Y, we are only interested in the 
most divergent parts of every formal order in n, the 
term of <9(02) in (5.15) can be neglected . 

Clearly the sum in (5.13) can be inserted between 
any two collision operators in the basic sequence 
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without affecting the path. The result is a damping 

exp [-2nav(Tl + T2 + ... + Tp)] = exp (-2navT), 

(5.16) 

on a path of length VT between the first and the last 
collision in the sequence, precisely as anticipated from 
the heuristic argument above. 

Through this damping, one implicitly takes into 
account all uncorrelated virtual collisions, so that 
only real (r) and correlated virtual (cv) ones (i.e., 
with the label "tree" occurring more than once in the 
product of operators) should be taken explicitly into 
account. With the approximation (5.15), (5.9) is 
thus changed to 

nZKzdv = n Z I (_1)V+1v 
irr 

r.cv 

x fadblj-"j'dQ2"'dQze-2na'VTVt, (5.17) 

where V here is the number of correlated virtual col­
lisions, and we have gone to the limit E ---+ 0, since 
all integrals now clearly exist in this limit. Note that 
a single K~ contains parts from every K! with m ~ I. 

E. Classification of the Most-Divergent Diagrams 

As we remarked in Sec. 5C, all most-divergent 
terms in a given formal order of n, after a resummation 
contribute to O(p2) in y. Since the divergences in 
(5.9) stem from the fact that an integration over an 
infinitely long path leads to a factor liE, the topology 
of the path corresponding to a given product of 
operators in (5.7) is clearly essential. A classification 
based on (5.7) and (5.9), of all paths according to 
their orders in nand E, would therefore be desirable. 
Such a general scheme is not available, and conse­
quently no criterion exists by which one can decide 
whether all diagrams contributing to O(p2) have 
been found. The following classification of diagrams 
with asymptotic behavior nZE-(Z-2) must be considered 
with this qualification in mind. 

Since intermediate virtual collisions do not in­
fluence the path, our classification is based on se­
quences of real collisions, except for Class I and a 
corresponding part of Class III. The motivation for 
this exception becomes clear later. The three contrib­
uting classes of most-divergent diagrams are then 
given as: 

Class I: Ring events, characterized by sequences of 
collision operators (real or virtual) of the type 
1, 2, 3, ... , r, 1, rather than by a prescribed path. 
The numbers label the trees in the collision sequence. 
An example with r = 3 was shown in Fig. 4. 

(a) 

FIG. 6. (a) Orbiting event with r = 4, p = 1, k = 3. (b) Retracing 
event with m = 4, r = 4. 

Class II: Orbiting events, where the particle stays in 
the "orbit" for an arbitrary number of additional 
collisions, characterized by the following sequence 
of real collisions: (1,2,3, ... ,r)P1, 2, ... ,k. Here 
it is understood that: (1) r ~ 4, P ~ I, 1 ~ k < r, 
and the case p = 1, k = 1 is excluded (it corresponds 
to the ring Rr); (2) the very first and the very last tree 
in the sequence may suffer real or virtual collisions; 
and (3) the basic sequence above may be decorated 
by any combination of intermediate virtual collisions. 
An example with r = 4, P = 1, and k = 3 is shown in 
Fig.6a. 

Class III: Retracing events, with sequences of the 
type 1,2,3,'" ,m, m + I, m + 2,'" ,m + r, m, 
m - 1, ... ,2, 1. It is understood that: (1) m ~ 2, 
r ~ 2; (2) the two collisions with trees 2, 3', ... ,m - 1 
must either be both' real or both virtual; (3) any 
combination of real and virtual collisions with trees 1 
and m is allowed (if all collisions with 1 ... mare 
virtual and r = 2, we get the exceptional path 
identical with that of the ring shown in Fig. 4); and 
(4) the basic sequence may be decorated by uncorre­
lated virtual collisions. 

An example is shown in Fig.6(b),and the charac­
teristic feature is the double path between trees 1 and 
4 along which several trees are encountered twice, 
closed by a "reflecting chain." 

All three classes give rise to contributions of O(p2) 
to y and will be considered in the three subsequent 
sections. There is also a fourth class which is a com­
bination of Class II and Class III, but the correspond­
ing contributions cancel exactly.12 

6. CLASS I: THE RINGS 

In this section we calculate the contribution of 
O(p2) to y from the first class of most divergent 
diagrams. We start by considering Case A, overlapping 
trees, and the modifications necessary in Case Bare 
treated at the end of this section. 

A. Overlapping Trees 

The simplest ring R2 with a collision sequence 121 
[Figs. 1 (a), l(b)] is not a divergent diagram. It was 
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already calculated in Sec. 4 as a part of Y2' What we 
are interested in then are the contributions YR

1 
with 

1= 3,4, ... , from the rings R£ calculated to o (p2). 
The straightforward way to do this is to specialize 

the general formula (5.17) to the case of rings; for the 
contribution to Y from the rings with I trees, (3.12) 
and (3.13) then give 

yti, = n£av-2 I' ( _1)V+l 
rings 

. Vfadb1J-· ·fdQ2 ··· dQze-2naOTv" (6.1) 

where it follows from the conditions on the sum (5.17) 
that here all intermediate collisions have to be real, 
while the first and the final collision with tree 1 can 
be real or virtual. The restriction on the integrations is 
simply that the configurations must be such that a ring 
event takes place. 

Capitalizing on the fact that we are only interested 
in YR, to O(p2), we can carry out the integrals. We do 
not give details here, since the final result is derived by 
a more elegant procedure in Appendix C. The results 
to O(p2) are 

A 2 
YR. = p, 

Yti •• = 0, 

A = 22S-4P{ (2P - 4) + (2P - 4)} YR.,,+! P 2 1 P- P-
(6.2) 

and the sum is 

(6.3) 

B. Nonoverlapping Trees 

Does it make a difference to O(p2), whether the 
trees are allowed to overlap or not? For contributions 
from events where all paths are integrated to infinity 
the answer is no, since the difference between our 
cases A and B becomes manifest only when the dis­
tance between two trees is of o (a). For all rings with 
more than two real intermediate collisions, the 
difference between Y~I and ylt thus becomes of 
O(p3), and therefore is immaterial in the present 
context. 

The preceding reveals the motivation for the 
splitting of the K£ operators into a "dynamical" and 
a "statistical" part [Eq. (5.1)]. The hope was that the 
dynamical terms with fewer restrictions on the inte­
grations would contain all of the most-divergent 
diagrams, and therefore be the only important part to 
o (p2). 

FIG. 7. Events contributing to YR.' 

The resummed ring Ra (one example is shown in 
Fig. 4) is an exception to this rule, however. Here 
trees 2 and 3 are bound to be close together throughout 
the integration, and whether the trees are allowed to 
overlap or not does have an effect on the resulting 
contribution. This distinction becomes the crucial 
point in the calculation of the Class III events in 
Sec. 8. 

To calculate Y~3' one needs simply to insert a factor 

g(2,3) = exp {- WB(2, 3)} + O(p) (6.4) 

into (6.1) with 1= 3, rather than split into a dynamical 
and a statistical part. The computation is straight­
forward; we only mention that now one has to 
include the contributions from the events in Fig. 7 
[their sum is of O(p3) in Case A], besides the one from 
the event of Fig. 4. 

The result of the calculation to O(p2) is 

and since 

y~, = yti, + O(l), 1 = 4, 5, ... , 

it follows from (6.2) and (6.3) that to O(p2) 

B ~ B (4 17) 2 
YI = z£:/RI = -; - 24 p. 

(6.5) 

(6.6) 

(6.7) 

We finally remark that the difference between the 
two cases A and B, to O(p2) for the rings, is a result of 
the discreteness of velocity space in our model. With 
circular scatterers replacing the square trees, there is 
no such distinction. 

7. CLASS II: ORBITING EVENTS 

The next class of most-divergent diagrams listed 
at the end of Sec. 5 consists of the orbiting events. 
The orbit is determined by an even number 2r of 
trees. In the example of Fig. 8, the trees 2, 3, 4, 5, 6, 

FIG. 8. Orbiting event with r = 3, s = 11. 
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and 7 define the comers in the orbit. All intermediate 
collisions with the comers must clearly be real. The 
very first and the very last collision in the sequence 
may be real or virtual, however, and may occur at one 
of the comers or along one of the sides (see Fig. 823). 
If the initial or the final collision is with a tree along 
one of the sides in the orbits, all additional collisions 
with that tree must be virtual. In Ref. 12 it is shown that 
all other intermediate virtual collisions cooperate to 
give a damping exp {-n[2a + (k - l)x]L} on k 
parallel paths on length L, and with a distance x 
between the subsequent paths. These collisions should 
not, therefore, be taken explicitly into account. 

Defining s as the number of collisions in an orbiting 
event in addition to those necessary to complete the 
corresponding ring, we can on the basis of the above 
discussion write the contribution of l'> (p2) from 
Class II to Y as 

00 00 

Yn = ~ ~ T(2r, s). (7.1) 
r=2 8=1 

It is easily seen on the basis of the discussion in Sec. 
6B that Yn is the same in cases A and B to l'>(p2). 

Any term T(2r, s) can in principle be calculated. 
Unfortunately, neither the general term T(2r, s) nor 
the sum Yn is known explicitly. However, the follow­
ing partial results are available. 

The first "row" of the double sum (7.1) is found to 
give12 

00 

Y4,oo == ~ T(4, s) 
8=1 

= (0.0627 - 0.0238 + .. ')p2 = 0.0295p2. (7.2) 

Using the operator n (see Appendix C) to sum over 
all uncorrelated intermediate collisions, one can also 
find the two first columns12 

00 

Yoo.l = ~ T(2r, 1) = +0.1118p2, (7.3) 
r=2 

00 

Yoo.2 = ~ T(2r,2) = -0.0353p2. (7.4) 
r=2 

To arrive at an order-of-magnitude estimate on the 
double sum (7.1), we conjecture that the terms 
T(2r, s) have roughly the same s-dependence for all 
r,24 in particular that asymptotically for s» 1, 
T(2r, s),....., r 2 [which is the asymptotic behavior of 
T(4, s)]. On the basis of this conjecture we find 

Yn""'" YOO.IY4.00/T(4, 1) R:i 0.05p2 (7.5) 

08 Note that at least one encounter with tree I, in addition to the 
initial real or virtual one, must be counted as a virtual collision; 
otherwise the event would not be irreducible. 

U Compare the two first terms in the sum (7.2) with (7.3) and 
(7.4). 

or 
(7.6) 

Clearly, the material available is not sufficient to 
allow us to take the estimate (7.6) very seriously.25 

Our discussion in Sec. 9 of the final result, however, 
will be based on the conjecture (7.6). At this point 
we only remark that one can look upon Yn as a 
correction to the ring contribution; and comparing it 
with (6.3) and (6.7), which numerically read 

yt = 1.2732 ... p2, 

yf = 0.5649 ... p2, 

(7.7) 

(7.8) 

one finds that the correction from the orbiting events 
seems to be an order of magnitude smaller. 

8. CLASS III: RETRACING EVENTS 

The retracing events form the final contributing 
class of most divergent diagrams listed in Sec. 5 and 
are considered in the present section. Again it is 
convenient from a computational point of view to 
start with the calculations for overlapping trees and 
then treat the necessary modifications for Case B. 

A. Overlapping Trees 

The typical Class III event 1, 2, ... , m, m + 1, 
m + 2, ... ,m + r, m, m - 1, ... ,2, 1 naturally 
splits into two distinct parts. First, a double path 
from tree 1 to tree m along which the moving particle 
retraces its previous steps. Second, a chain of uncorre­
lated collisions from tree m and back to the same 
tree [cf. Fig. 6(b)]. Accordingly, the computation of 
YIn is done in two steps. First, for any fixed double 
path, the ring operator n introduced in Appendix C 
is used to sum over all chains of un correlated collisions 
between the two encounters with the final tree along 
the double path. This sum can be represented by two 
reflectors with certain weights. Then, using these re­
flectors, one sums over all possible double paths. 

1. The Rej/ectofls 

The sum over all chains of real and virtual un­
correlated collisions between the two collisions with 
tree m is given by 

nC(m)[r~2nr f . -f dQm+l ... dQm+r 

x C(m + 1)· .. C(m + r)]C(m) == B(Qm, Qm). 

(8.1) 
o. Not even the convergence of the double sum (7.1) has been 

proved; and it seems quite difficult to do so, since the binary­
collision expansion splits the Class II contributions into terms that 
have to be partially recombined before a divergence-free summation 
can be performed. 
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~:~ ~ 
(b) T 

FIG. 9. The reflector of type s. 

That the sum starts at r = 2 follows from the obvious 
fact that at least two collisions are needed to reflect the 
moving particle back onto the double path. Chain 
integrals like those in (8.1) are conveniently handled 
by the Fourier technique used in Appendix C, and to 
CJ(n2) one has12 

B(Qm, Qm) = e-ETmC(m)an2 

X -- Q(Kl' K 2) db:"'C m. f dK fa -/() 
(277)2 -a 

(8.2) 

Here C(m) = e£TmC(m), and the matrix elements of 
the dimensionless operatol Q(KIK2)-where KI and K2 
are the components of the dimensionless vector K 
along the VI and V2 axes, respectively-are given 
in Appendix C. The prime is only used to distinguish 
the variables characterizing the second collision with 
treem. In (8.2) the exponential exp {ianK. (am - a'.,.)} 
has been put equal to unity to CJ(n2) by the same 
argument as used in Appendix C. 

For actual computations we have to pick that part 
of the operator B of (8.2) which reflects the particle 
to make it retrace its previous steps from 1 to m. [Or 
more formally, we are only interested in the matrix 
element (C(m)QC'(m»IS of the operator product.] In 
Fig. 9(a) are shown the four possible situations at tree 
m when we insist that the particle hits the upper half 
of the tree both in the first and in the second colli­
sion (same-side reflection: type s). 

Below each combination of collisions with tree m, 
the corresponding matrix element Qli is given (when 
VI in each case is defined as the direction of the moving 
particle immediately after the first collision with tree 
m). The sign depends on whether the real or the 
virtual part of C(m) and C/(m) has been used. 

The same combination of matrix elements occurs 
when both paths touch the lower half of tree m, 
leading to a factor 2. Since the integration over 
Qm leads to an integration over a collision parameter 
bm , we can write the integrations over bm and over 

b'.,. in (8.2) as follows: 

fa f(') ia 
db m db:'" ... ~ ! dx2(a - x) ... 

-a P 0 

i
2a 

==! dxR.(x)···. 
P 0 

(8.3) 

The restriction on the b'.,. integration is such that a 
reflection of type s occurs. On the right-hand side in 
(8.3), we integrate over the width of the double path 
and sum over the two "permutations" ~ and >< . 
These two operations can only be carried out after the 
weight of the double path is known, and thus are 
postponed to Sec. 8A.2. The remaining factor R.(x) 
[defined by (8.3)] can then be combined with the I, 3 
matrix element of (8.2), without the b'.,. integration, 
to give the weight w;t(x) of a reflector as shown in 
Fig. 9(b), representing the sum of all chains with 
overlapping trees leading to a type s reflection. To 
CJ(n2) and in the limit € ~ 0, one finds 

w1(x) = tR.(x)an2
• (8.5) 

A reflector of the second type arises from the four 
possible arrangements when the first collision is with 
the upper half of tree m, and the second collision is 
with the lower half of tree m (or vice versa; see Fig. 
10). The type d reflector has the property that the 
two paths are connected with different halves, each 
of width a [see Fig. 10Cb)]. In this case, (8.3) is re­
placed by 

fa fed) 
_adbm db:'" ... 

~ ~ {IdXX' .. + f adX(2a - x)· .. } 

== ! dxRix) . . . . (8.6) i
2a 

P 0 

Combining the factor Rix) as defined by (8.6) with 

i : I Wd 

(b) 

T a 

t 
FIG. 10. The reflector of type d. 
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the 1, 3 matrix element of (8.2), we find 

wt(x) = RiX)an2f dK 2 (On + 0 13 - 2(12), (8.7) 
(27T) 

in analogy with (8.4). By (C4) 

(8.8) 

so that by (8.5) and (8.8), all types of collisions with 
the final tree on the double path, plus all reflecting 
chains, have been taken into account. 

2. The Double Path 

What remains to be considered are all possible 
sequences of collisions along the double path. In this 
case it is convenient to use (5.9) as a starting point, 
rather than to perform the partial resummation of 
Sec. 5 separately. On the basis of (5.9) and the dis­
cussion in Sec. 8A.I, one can write the total contri­
bution to y from Class III events as 

a fa f2a foo Ym = 2 lim V • db1 ,L dx dL 
V £-+0 -a P 0 0 

x ! nk~+l ,L' (-l)V+1f· . ·f'dQ1" ... dQk" 
k2)=O r,v 

X exp (-€2L/v){W.(x) + ~(X)}Vf' (8.9) 

Here ,L;,v sums over all types of collisions with tree 1 
and all allowed combinations of the kj) collisions along 
the double path of total length L, such that the 
double path is not tlestroyed. The integrations over 
{Q1" ... Qk,.} are restricted accordingly. 

Consider first the collisions with tree 1. The two 
possible configurations are shown in Fig. 11. (The 
initial velocity can be chosen arbitrarily.) The real 
collisions consistent with a given double path are 
drawn with full lines, the virtual ones with broken 
lines. Since only the dot product contributes to y, we 
are left with the combinations real-real and virtual­
virtual. These two terms give rise to a factor 2 in Fig. 
11 (a), whereas they cancel in Fig. 11 (b). Consequently, 
we need only consider double paths· of width 0 ~ 
x ~ a. Furthermore, with the configuration in Fig. 
l1(a), Ip simply gives rise to a factor 2, and at fixed 

::::0'°""'· .... 
(a) 

double path 

FlO. 11. Collisions with tree 1. 

dJ <>(5 <8> <> <> ~ 
(1) (2) (3) (4) (5) 

FlO. 12. The double path. 

x, the b1 integration yields the factor 2(a - x), so that 
(8.9) reduces to 

Ym = 8a lim radx(a - x)[w.(x) + ~(x)] 
£-+0 Jo 

X Loo dL exp (-€2L/v) 

\tnk+1~' (_l)v f· ·fdQ1··· dQk' 

(8.10) 

where we have dropped the subscript p on the labels, 
since the collisions with tree I have now been taken 
care of, and all that remain to be considered are those 
along the double path itself. 

To simplify the picture one can clearly deform the 
double path into a straight one of total length L, 
without changing the lengths of the paths. On the 
basis of (5.7), then, five types of collisions along the 
double path are possible (see Fig. 12): 

(1) Uncorrelated virtual collision on the upper path. 
(2) The same on the lower path. 
(3) (Correlated) virtual collisions on both paths 

with the same tree. 
(4) Real collisions on both paths with the upper 

half of a given tree. 
(5) The same with the lower half. 

(Note that with a type 1 or type 2 collision the tree 
can be penetrated by both paths, although only one of 
the encounters is taken explicitly into account.20) 

The sum over all possible collisions (at posi­
tions 11 ,/2 , •• ) arong a double path of length Land 
width x (~ a), is to lowest order [cf. (5.15)] given 
as 

= exp (-3nxL). (8.11) 

This "superdamping" can be interpreted as the 
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probability that a double path of width x is not split 
up over a total length L.26 

Inserting (8.11) in (8.10), one can perform the 
L-integration and go to the limit E --+ O. With x = a~, 
the final integrals yielding the two Class III contrI­
butions with overlapping trees read [use (8.3)-(8.8)]: 

Y: = p2~ fdU-\l - W, (8.12) 

y'4. = p2 - - - - d~(l - n (1 1) 8f1 
d 2 7T 3 0 

The first integral diverges logarithmically as 
however, the second one is finite: 

A 2(1 2 -1) 2 Yd = 3 - 7T p. 

(8.13) 

(8.14) 

We postpone a discussion of this ~ivergenc~ .to 
Sec. 9, and first compute the correspondmg quantltles 
with nonoverlapping trees. 

B. Nonoverlapping Trees 

It follows from the discussion in Sec. 6B that the 
only terms in the sum (8.1), which depend on whether 
or not the trees are allowed to overlap, are those with 
two real collisions between the encounters with tree 
m. From the same discussion it is also clear that the 
double-path calculation to (8.11) remains valid to 
O(p2) in Case B. One therefore calculates the Class 
III contribution with nonoverlapping trees in two 
steps. First, the terms representing the exceptional 
events are subtracted from the operator n, and the 
corresponding reduced weights WB and contributions 
to yare computed. Second, the case of exactly two 
real collisions in the reflecting chain is treated sepa­
rately. 

(1) The reduced weights are easily found to be 
[compare (8.5) and (8.8)]: 

W~(x) = 0, 

W:(x) = -( 7T-
1 

- !)RaCx)an 2
• 

(8.15) 

(8.16) 

Two remarks are in order. First, the crucial fact that 
the entire weight of the s reflector in Case A (8.5) 
stems from that part of the n operator which corre­
sponds to two intermediate real collisions, is a .conse­
quence of (8.15); it can also be checked dIr~ctly. 

Next, from their definitions it follows that the weIghts 
W can be of either sign, depending on the prevalent 

2. An immediate "physical" argument (not based on the binary­
collision expansion) supports this interpretation. T~ere are three 
ways of splitting up a double path: (I) the first path IS broken by a 
collision, but not the second; (2) vice versa; (3) both pa~h~. ~re 
broken but on different sides of the tree. All three possIbIlItIes 
contrib~te xn to an "absorption coefficient" and hence (8.11) 
follows. 

FIG. 13. The exceptional event in Case B. 

type of collisions. wt is positive, whereas W: is 
negative. 

The contributions to yfh corresponding to (8.15) 
and (8.16) are 

y~= 0, 

y: = -t(47T-
1 

- 1)p2. 

(8.17) 

(8.18) 

(2) Finally, one has to consider the situation 
shown in Fig. 13. The weight associated with the two 
nonoverlapping trees 2 and 3, serving as a reflector in 
this case, is found by integrating over Q2' Qa at 
constant x, L. Thus, 

(8.19) 

With the weight (8.19) we repeat the argument of Sec. 
8A.2 and arrive at the following contribution to y: 

(8.20) 

This result, however, contains the contribution from 
the ring Ra in addition to those from the Class III 
events, since the sum (8.11) also includes the case of 
all collisions along the double path being uncorrelated 
virtual ones. The ring part of (8.20) [which is found by 
replacing t;-1 by! in (8.20)] is given by (6.5), and must 
be subtracted when we are interested in the Class III 
contribution only. Altogether, one finds to O(p2) that 

B B B B B 
YIn = Y s + Y d + Y r2 - Y Ra ' 

B (91 4 -1) 2 
YIn = 72 - 3 7T p. (8.21) 

Thus the retracing events give rise to a finite 
contribution to Y with nonoverlapping trees, whereas 
with overlapping ones the corresponding integral 
[(8.12) and (8.13)] diverges logarithmically. The 
physical meaning of this qualitative difference is 
discussed in Sec. 9. 

9. DISCUSSION 

The results of the preceding sections are summarized 
in Table I. Below we first discuss the "physical" 
reason for the divergence of yIir' Subsequently the 
long time behavior of the diffusion process in the two 
cases A and B is considered on the basis of the results 
of this paper. We close with some final remarks. 
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TABLE I. Contributions to Y = av/2D. 

Derived Case A: Case B: 
Name in Sec. overlapping trees nonoverlapping trees 

0(p} Yl 4 2p 2p 

Y. 4 (rr2/9)p2 = 1.097 p2 (rr2/9 + 4)pl = 5.097 p2 
YI 6 (4/rr) p2 = 1.273 p2 (4/rr - 17/24}p2 = 0.565p· 

Sum 
0(p2} 

YIl 7 
YIlI 8 

A. The Divergence of ytu 

To get a better "physical" understanding of the 
divergence in the resummed theory discovered in 
Sec. 8, consider a particle moving around in the 
"forest" of trees. During a time interval of order 
V-1,,3n-2, the particle will probably encounter two 
trees very close together. Given that they are close, the 
probability is of 0(1) that they are arranged in such 
a way that the particle is reflected more or less 
precisely onto its previous path (see Fig. 14). 

The probability that the two paths, distance x 
apart, stay together over a total length L was, in Sec. 
8, found to be exp (-3nxL). Whether this type of 
event will qualitatively alter the nature of the diffusion 
process depends on the outcome of the competition 
between the small phase-space associated with the 
reflector, and the long "memory" associated with the 
narrow double path. The memory associated with this 
excessive back scattering extends over a time of the 
order (3nxv)-1 which tends to infinity as x-+- O. With 
nonoverlapping trees, the phase-space associated with 
the reflector [,...,., the weight W~ of (8.19)] goes down 
linearly with x when x -+- O. With overlapping trees, 
however, this phase space is independent of x. The 
result of the competition in the two cases can be seen 
from (8.12) and (8.20). The corresponding contri­
bution to the inverse diffusion coefficient is well 
behaved in Case B, while it diverges in Case A. 

B. The Long-Time Behavior 

To understand the qualitative significance of this 
divergence on the long-time behavior of the diffusion 

FlO. 14. Retracing event with real collisions only. 

,.; 0.1 p2 ,.; 0.1 p. 
In 00 • pI (91/72 - 4/3rr}p2 = 0.839p· 

In 00 • p2 (rr2/9 + 8/h + 41/9)p' + Yrr 
= 6.501 p2 + (";0.1 p2) 

process described by the fundamental equation (2.2), 
we go back to (8.10) and keep E small but finite. With 
finite E, Eq. (8.11) has to be replaced by 

exp (-3nxL) -+- exp (-3nxL - E' 2L/v), (9.1) 

so that it follows asymptotically from (8.10), using 
(8.5) and (8.8), that 

Y~I "" _(8p2/3) In (2E/3nav) + finite terms of 0(p2). 

(9.2) 

With (2.2), (2.3), (3.1), and (3.12), it follows from 
(9.2) that with overlapping trees the mean-square 
displacement asymptotically obeys the relation 

dfl.A(t)/dt "" 2av[2p + (-ip2) In (!navt) 

+ terms of 0(p2) finite in the limit t -+- 00]-1. 

(9.3) 

The dominant behavior for very long times follows 
immediately as 

fl.A(t),...,., (3av/4 p2)t/ln t. (9.4) 

The asymptotic growth of the mean-square dis­
placement is therefore slower in case A than in a nor­
mal diffusion process. However, the anomalies 
become substantial only after times T of the order 
[see (9.3)]: 

T"" (inav) exp (!p) 

= tr exp (!p), (9.5) 

where T is the mean free time which follows from the 
Boltzmann equation. 

The above discussion was based on the divergent 
contribution of 0(p2) to y. The precise form of the 
asymptotic behavior (9.4) and the corresponding time 
scale (9.5) would probably have to be modified if 
terms of higher orders in p were taken into account. 
The qualitative point, however, that the diffusion 
process is slower in the anomalous Case A than in a 
normal diffusion process, is seen to depend on the 
existence of the divergence only, not on its precise 
nature. 
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In contrast to Case A, Case B represents perfect 
normality up to (')(p2). The growth of the mean­
square displacement is therefore 

flB(t) t'.I4DBt, 

where the contributions to av/2DB of orders p and 
p2 are given in Table I. 

C. Concluding Remarks 

(A) Within the framework of our present calcu­
lation to (')(p2), it makes a qualitative difference as 
far as the diffusion process is concerned, whether the 
trees are allowed to overlap or not. It is an open 
question, however, whether this difference persists to 
higher orders, since: 

(i) We have no proof that in a complete theory, 
yA does not exist in the limit E ----+ 0, and that the 
divergence in yA of (')(p2) is not an artifact of the 
expansion in powers of p. 

(ii) We do not know whether yB remains finite in 
higher orders than (')(p2). 

From the computer study of the wind-tree model by 
Wood and Lado,13 however, there are strong indica­
tions that our results are indeed qualitatively correct 
not only for very small p. 

(B) The questions above are intimately connected 
with the following: What is the precise asymptotic 
behavior of flA(t) for long times when higher orders in 
p are taken into account? 

(C) It is worth noting that at very high densities a 
qualitative difference of a second kind between the 
two cases becomes apparent. With overlapping trees 
there is always a nonvanishing probability that a 
moving particle started in a random position between 
the trees is trapped in a finite volume. In such a case 
the displacement can never exceed finite bounds and 
nothing resembling a diffusive process is ever realized.27 

(D) We would like to stress that both types of 
divergences discussed in this paper point to a deeper 
physical insight into the problem of kinetic theory. 

(i) The divergences discussed in Sec. 5 seem to make 
a non-Markovian description of the kinetic stage (in 
the Bogoliubov scheme, t ,.; mean free time) necessary. 
This point has not been discussed in the present 
paper. 

(ii) It follows from (9.2) and (9.4) that the diver­
gences in the resummed theory in Case A qualitatively 

27 For low densities the probability of starting in a trapped 
position is clearly of (')(p4) in our model; and in analogy with the 
percolation problem, it is tempting to conjecture that this proba­
bility will increase with p and be unity above a certain critical 
density pc, which then defines the end of the diffusive regime. 

affect the hydro dynamical stage (t » mean free time). 
The diffusion equation is clearly not valid in Case A. 

The divergences of the first type are essentially 
model-independent; therefore, the conclusions drawn 
from them have a bearing on the general case. The 
divergences of the second type seem to be closely 
associated with special features of our model; their 
importance to kinetic theory in general is therefore 
less clear. 

(E) In this connection, however, we point out that 
it should be interesting to see if a microscopic inter­
pretation in some way analogous to that of (9.4) can 
be given to the vanishing of the mutual diffusion 
coefficient in a binary mixture at the critical point. 
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APPENDIX A 

In this appendix we first give some of the details in 
the derivation of (3.13), then go on to derive a formal 
density expansion of the operator K. 

Inversion of Equation (3.3) 

One first rewrites (3.3) as follows: 

4-1 = Go[l + B(v, E, n)]v, (AI) 
where 

Gov = [E - Je(X)]-lV = ely, (A2) 

by the definition (3.4). It is easily seen that a direct 
expansion of the operator B(v, E, n) in powers of thy 
density gives rise to divergent terms in the limit E ----+ 0. 
Following Zwanzig,3 we therefore invert (AI) to get 

v = [1 + B(v, E, n)rlGol4-l 

== [GOl + Kev, E, n)]cf,l, (A3) 

and subsequently study the power series expansion of 
the operator K. By this procedure the most divergent 
terms in the expansion of B are removed. Although it 
is shown in Sec. 5 that the density expansion of K 
still contains divergences, we adopt it as a basis for 
resummations. 

To express the diffusion coefficient in terms of K 
we first note that for reasons of symmetry we can 
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write7 : 
W(v, E) = V$(E), (A4) 

and since the operators in Lorentz models act only on 
the direction of v, as the absolute value v of v remains 
constant, (A3) gives 

v = $(E)[GOI + Kjv. (A5) 

Multiplying (A5) from the left by v and using (3.2) and 
(A4), one finds 

D-l = lim 2V-
4
(EV

2 + V· Kv), (A6) 

so that introduction of the dimensionless quantity 
Y(E) defined by 

Y(E) = av-Sy· K(v, E, n)v (A7) 
gives, finally, 

D-l = 2a-l v-l lim Y(E). (AS) 
.... 0 

Formal Expansion of K 

We are interested only in the first correction to the 
Boltzmann result for the diffusion coefficient. How­
ever, as a consequence of the above-mentioned 
divergences, one can only hope to get systematic 
results to this order in the density after a classification 
of the general term in K, and a resummation over 
certain classes of terms. The remainder of this 
appendix is consequently devoted to combinatorial 
aspects of the expansion problem. The goal is to 
derive a formal density expansion of the operator K 
in (A7), and thus of the inverse diffusion coefficient. 

The starting point is the cluster expansion of the 
operator G(l ... N) in (3.3) (the arguments x and E 

are henceforth suppressed, and the N position vectors 
of the scatterers are replaced by the set of numbers 
labeling them): 

G(l ... N) = ! U({A}), (A9) 
{A)e{l.·· '.N} 

where the sum goes over all subsets {A} of the set 
{I, ... , N}, and the empty set is included [G({O}) == 
Go = UoJ. The inversion of (A9) reads 

U(l ... m) = ! (_l)m-vWG({A}), (AIO) 
{A}e{1.·· ·.m} 

where 'P(A) is the number of elements in the set {A}. 
For m = 1,2 this means that 

U(I) = G(l) - Go, 

U(I2) = G(I2) - G(I) - G(2) + Go. (All) 

Defining the reduced distribution functions 

nlg(r, 1, ... , I) 

= lim VN! f .. 'fdQN-Zp(r, QN), (AI2) 
N.Y ... oo (N - I)! 
N/Y=n Y 

one can write (3.3) as the formal power series 

WI = [Go + 1 nZ 
f' . 'fdQI 

I=ll! 

X g(r, 1, ... , l)U(1, ... ,l)}. (A13) 

This is not yet a bona fide series expansion, since: 

(i) the terms blow up in the limit E -+ 0; 
(ii) the reduced distribution functions are, in 

general, complicated functions of the density. 

However, one can still regard (A13) as a formal 
density expansion of the operator B in (AI) with 
coefficients B/: 

G-lf f B z = --f! ... dQlg(r, 1, ... , I)U(I, ... ,1). (AI4) 

An expansion of the operator Kin (A3), 

(AI5) 

which is formal in the same sense as (AI4), is obtained 
from (AI) and (A3) by the requirement that 

(AI6) 

should be satisfied to every formal order in n. From 
(AI 6) one can derive12 the following explicit expression 
for KI in terms of the Bk's: 

Z 

KI = !(-It!' B«l'" B«"Go\ (AI7) 
n=l {«} 

n 
:E «i= I 

i=l 

where the primed sum is over all products of Bk'S such 
that the sum of their subscripts (positive integers) 
equals I. For 1 = 1,2, Eq. (AI7) reads 

Kl = -BlGO\ (AIS) 

K2 = -B2GO
I + BlBlGO\ (AI9) 

and using (A7) and (A14), one finds that the corre­
sponding contributions, Yl(E), Y2(E), to Y(E), can be 
written 

Yl(E) = -nav-3Ev J dQlg(r, 1)C(I)v, (A20) 

Y2(E) = -in2av-3
EV -If dQl dQ2[g(r, 1, 2)UGol(12) 

- g(r, I)C(l)g(r, 2)C(2) 

- g(r, 2)C(2)g(r, l)C(I)Jv, (A21) 

where we have introduced C(i) == U(i)GOl. 
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APPENDIX B: THE BINARY COLLISION 
EXPANSION 

In this appendix, some of the steps leading to 
(5.2) and (5.3) are sketched. 

The C Operator 

The binary·collision operator C(1) is defined by28 

C(l) = U(l)G;1 = [G(l) - GO]G;l. (Bl) 

By (3.5), for any function F(v, r) one has 

etJe("')F(v, r) = F(v, r + vt) 

so that, by (3.4), 

G;lF(v, r) = [€ - Je(x)]F(v, r) = (€ - v' :r)F(V, r). 

(B2) 

The result of [G(l) - Go] acting on G;IF(v, r) is 
again given by (3.4) as 

C(l)F(v, r) = i oo 

dte-<t{ [€ - VI • ~JF(Vl' R1) 
T) aRI 

- [€ - V· a~JF(V' R)}, (B3) 

where VI, 'Tl are defined as in (5.2), and where 

RI = r + V'Tl + Vl(t - 'TI); R = r + vt. 

The integrand in (B3) can be rewritten to give 

C(l)F(v, r) 

=ioo 

dte-<t(€ - ~) 
T) f}t 

x {F[VI' r + V'TI + VI(t - 'Tl)] - F(v, r + vt)} 

=iOOdt(- ~)e-<:t{ } 
T) at 

= e-<T1{F(Vl' r + V'TI ) - F(v, r + V'T1)}, (B4) 

which is precisely (5.2). 

The Expansion 

The steps leading to (5.3) can be summarized as 
follows (for details, see Ref. 12): 

First, the G operator of (3.4) is expanded in terms 
of the C operators: 

G(l ... m) = [1 + i 2' C(il )' •• C(i1')] Go , (B5) 
1'=1 {i} 

(1 .. 2.) 

2. Note Added in Proof; In Ref. 12, C(1) as given by (B4) is 
erroneously identified with G01 U(1) instead of U(1)G01

• No results 
are affected by this error, but in a number of equations Go and G01 

should be commuted with the other operators present. We are 
indebted to Dr. M. H. Ernst (private communication) for having 
pointed out this error to us. 

where the primed sum is over all products of p binary· 
collision operators subject to restrictions (1., 2.): 

(1) All labels il ... i
1' 

belong to the set {I ... m}; 
(2) in+! ¥: in' n = I, ... ,p - 1. 
Second, the expansion (B5) is inserted into (AIO) 

to yield 
00 

U(l ... m) = Go 2 2' C(il) ... C(i1'), (B6) 
1'=ffl Ii} 

(1.2.3.) 

where the additional restriction on the primed sum 
reads: 

(3) All labels in the set {I, ... , m} occur at least 
once in the set {iI' ... , i1'}. 

Equation (B6) constitutes an expansion of the 
"dynamical" part of the BI in (AI4), since 

G-If f B~ = Tr ... dQ'GU(l,"', I). (B7) 

The third and final step is to go from the B~'s to the 
K?,s by (A15). Using (B6) one obtains (5.3), where 
"irreducible" is defined as follows: 

A sequence is called irreducible if it is impossible to 
insert a partition at any point in the sequence in such 
a way that there is an element that occurs on one side 
of the partition only. Thus the sequence 12123 is 
reducible since it can be partitioned (1212/3), while 
the sequence 1212 is irreducible. 

APPENDIX C. FOURIER TRANSFORMS 

In this appendix we shall rederive the result (6.3) 
by a technique which is useful whenever intermediate 
chains of uncorrelated collisions should be summed 
over. The case of rings will be treated as an example, 
but only slight modifications are necessary to apply 
the same method to similar problems encountered in 
Secs. 7 and 8. 

In the ring case, the starting point for this method is 
(5.3), and denoting the ring part of K? by R, one can 
write 

nlRlv = -enlI- . J dQ'C(l) ... C(1)C(l)v. (Cl) 

Since the integral is of the convolution type, it is 
natural to introduce Fourier transforms. It is shown 
in Ref. 12 that by performing a scaled transform on 
(CI), and subsequently summing over I from 3 to 
00, one arrives at (in the limit € -+ 0): 

a 00 

~/R/V = -avn2f fdb l db~ ff d~;~~2 eiK'''lanC(l) 
-a -00 
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FIG. 15. The initial and final collisions in a ring event. 

where 0'1 is the vector from the center of tree I to the 
point on the edge where the first collision takes place, 
and 61 is the corresponding impact parameter. The 
primes are used throughout to di~t~nguis~ the variables 
associated with the second collIsIOn wIth tree I (see 
Fig. 15). The C operator is defined by [see (5.2)]: 

C(1) == e-£T1C(1). (e3) 

The dimensionless operator 0(K1' KJ can be given 
the following 4 X 4 matrix representation with the 
four allowed velocity directions VI' ••• , V4 (Va = -VI' 

V4 = -V2) labeled in counterclockwise manner as a 
basis: 

with 

0 11 = A-1(2 + iK1)(4 + K~), 
0 12 = A-14(2 + iK,J, 

01S = A-l (2 - iKl )( 4 + K~), 
014 = A-l 4(2 - iK l ), 

(e4) 

A = [K~K~ + 4(K~ + K~)][2 - iKd[4 + K~], 
and with 

The remaining matrix elements are obtained by 
cyclic permutations on the four indices (i.e., K1 - K 2 , 

K2 - Ks = -Kl' etc.). 
From (3.13) and (6.3) it follows that 

a) 

yt = av-Sy· 2 nZRzv, (e5) 
Z=3 

and to extract the part of l')(p2) from (e5), (e2), we 
first observe that yf depends on n in two ways only, 
through the factor n2 in front, and through the factor 
n in the exponential. To l')(p2) we can therefore put 
the exponential equal to unity, provided that the 
resulting integrals are finite. 

The next step is to observe that whatever the results 
of the preceding operators, 

L:db{C1(1)V = I:db{C1V(1)V = -2av. (e6) 

Since the exponentials in (e2) have been put equal to 
unity, one can use (e6) and an equivalent argument 
on CO) to obtain 

<Xl 

yt = _7T-2a4n2v-2v -If dKl dK 20v. (e7) 
-<Xl 

By (e4), Eq. (e7) reduces to 

<Xl 

yt = 7T-Za4n
ZJ J dK l dKz(0 13 - ( 11) 

-<Xl 

= (4/7T)P"', 

in agreement with (6.3). 

(C8) 
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Functional Integration Theory for Incompressible Fluid Turbulence. II 

GERALD ROSEN, J. A. OKOLOWSKI, AND GENE ECKSTUT 
Drexel Institute of Technology, Philadelphia, Pennsylvania 

(Received 25 June 1968) 

Two iterative solutional procedures are reported for the nonlinear integro-differential· dynamical 
equation obtained previously by the stationary functionality method and supplemented here by a sub­
sidiary dynamical condition. Rapidly convergent for grid Reynolds numbers between about 100 and 300, 
both methods yield general expressions for the two-point equal-time velocity-correlation tensor in 
approximate agreement with experiment for the initial period of decay. 

1. INTRODUCTION 

A purely deductive approximation theory for 
incompressible fluid turbulence has been reported 
recently,1.2 a theory based exclusively on the Hopf 
characteristic functional space-time formulation and 
free of any additive statistical postulate. With the use 
of explicit functional integration techniques, a 
nonlinear integro-differential dynamical equation 
for the two-point velocity-correlation tensor was 
obtained by evaluating A/lv(x' , x"), the real symmetric 
solenoidal two-point tensorial stationary functionality, 
with a zero-mean velocity-field Gaussian approxima­
tion for the characteristic functional, and by equating 
the resulting expression for A/lv(x', x") to zero. The 
nonlinear integro-differential dynamical equation so 
obtained was noted to be identical to a specific two­
point Navier-Stokes expectation-value equation with 
a zero-mean velocity-field probability distribution 
such that the fourth-order velocity-field product 
expectation values are related to lower-order product 
expectation values in the same way as for a zero-mean 
Gaussian probability distribution. Specialized for 
isotropic homogeneous turbulence, the nonlinear 
integro-differential dynamical equation was shown to 
take the form 

[ 
02 ( a a ) 0

2 
2 04

] 02(r;) 
ot'ot" - 'P at' + at" or2 + 'P or4 ~ 

. + 21] - 6r fO 1](S, t', t")S-2 ds = 0, (Ll) 

With 2 2 

1] = 1](r, t', t") == :;[0 ~:2 ;) - r-1 O(~:;)} (1.2) 
the two-point velocity-correlation tensor being ex­
pressed in terms of the scalar function 

; = ;(r, t', t") = ;(r, t", t') 

(regarded as an even function of r) by 

(u/l(x')u.(x"»== f/l.(x', x") = (j/lV';;;!2; - ;,/lV> (1.3) 

1 G. Rosen, Phys. Letters 25A, 644 (1967). 
2 G. Rosen, Phys. Fluids 10, 2614 (1967). 

where 

and 

; /l == a; = r/l a;, V2 == ~ . (1.4) 
, or/l r Or oraora 

In the present paper we supplement the dynamical 
equation (1.1) with a subsidiary dynamical condition 
of the form 

---2--+-- =0 ( 
02; 02; 02; ) 

ot'ot' ot'ot" ot"ot" t'=t" ' 
(1.5) 

which implies that 

; = ;(r, t', t") = ~(r, t) + (t' - t")2'(r, t', t"), (1.6) 

where t == Ht' + til), ~(r, t) is an arbitrary function, 
and nr, t', t")vanishes for t' = t", but is otherwise an 
arbitrary function. Observe that if (1.5) is satisfied as 
an initial condition at t' = t" = 0, then Eq. (1.5) can 
be expected to hold for all t' = til > 0 because this 
subsidiary dynamical condition is compatible with 
Eq. (Ll) for all t', til > O. By substituting (1.6) into 
(1.1), putting t' = t", and using the condition 
,(r, t, t) = 0, we find the associated dynamical 
equation for ~ = ~(r, t): 

[
1 02 a 02 

2 04 ] 02(r~) 
4' ot2 - 'P at or2 + ')I or4 ~ 

+ 2ij - 6r L" ij(s, t)S-2 ds = 0, (1.7) 

with 

- _ -( t) - 0~(02(V2~) -1 0(V2~») 
1] - 1] r, = - -- - r --. (1.8) 

or or2 or 

Note that the two-point equal-time velocity-corre­
lation tensor 

f/lix', x")lt'=t"=t = (j/lVV2~ - {/lV (1.9) 

follows from a solution to Eq. (1.7). The purpose of 
the present paper is to develop systematic approxi­
mation methods for obtaining solutions to the non­
linear integro-differential dynamical equation (1.7). 

415 
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Two iterative solutional procedures are given for Eq. 
(1. 7) in the following sections, the first procedure 
being based on the similitude invariance of Eq. (1.7) 
and the second on the quasilinear differential struc­
ture of Eq. (1.7). 

2. APPROXIMATE SIMILITUDE SOLUTION 
OF EQ. (1.7) 

Let us assume that ~(r, t) has the form 

~(r, t) = V2OJ(~), 

where ~ == rf(vt)!. Then Eq. (1.7) becomes 

(3 ~ d d
2

) (1 ~ d d
2

) d
2 

-+--+- -+--+- -~OJ(~) 
4 4 d~ d~2 4 4 d~ d~2 d~2 

= ~!! ~3 roo fJ-5OJI(fJ) [6OJ'(fJ) - 6fJOJII(fJ) 
~ d~ Ja 

(2.1) 

+ fJ2OJIII(fJ) + fJ3OJIIII(fJ)] dfJ == r(~). (2.2) 

Introducing the differential operator 

~ d d 2 

A == - - + - , (2.3) 
4 d~ d~2 

it is readily verified that the solutions of the eigenvalue 
equation Afn(~) = Anfn(~) for eigenfunctions fn(~)' 
such thatfn(±oo) = 0, are given by 

fn(~) = Hn(;8)e-a2/s, n = 0, 1,2,"', (2.4) 

where Hn(~f,l8) is the nth Hermite polynomial ex­
pressed as a function of ~rJ8, and the eigenvalues of 
A are 

An = -Hn + 1). (2.5) 

Notice that OJ(~) must be an even function of ~ since 
~(r, t) is regarded as an even function of r; from this 
it follows that r(~) must be an odd function of~. 

The right side of (2.2) is now expanded in terms of 
the odd eigenfunctions of A as 

00 00 (~) 2 r(~) = I Anf2n+l(~) = ! AnH2n+l r e-a IS. (2.6) 
n~O n=O y 8 

The An's are computed by using the orthogonality 
properties of the Hermite polynomials, and we obtain 

An = 22n+l(2n ~ 1)' (27T)! loor(~)H2n+1(;8) d~. 
(2.7) 

By putting (2.6) into (2.2) and integrating, we find 

~ ~OJ(~) = i AnH2n+l(~f.J8)e-a·/s . (2.8) 
d~2 n=O (A2n+l + !)(A,2n+l + t) 

An arbitrary linear combination of fo(~) and f2(~)' 

eigenfunctions of (1 + A)(! + A) with eigenvalues 
zero, does not appear on the right side of (2.8) 
because OJ(~) is an even function of ~. Inserting (2.5) 
into (2.8) gives 

~ ~OJ(~) = ! 16AnH2n+1(~f.J8)e-a2/S 
d~2 n=O (2n + 1)(2n - 1) 

(2.9) 

From the Hermite polynomial definition 

(2.10) 

we have 

H ( ~) _a2 IS 8 d
2 

H ( ~) -a'/S 2n+1 .J8 e = d~2 2n-l .J8 e ,n ~ 1. 

(2.11) 

Therefore, substituting (2.11) into (2.9) leads to 

.!.- ~OJ(~) = ~ i 128AnH2n_l(~f.J8)e-a2/S 
d~2 d~2 n=l (2n + 1)(2n - 1) 

+ 32.J2 Ao!! e-a2/s. (2.12) 
d~ 

Equation (2.12) is integrated subject to the condition 

lim ~OJ(~) = 0, 

with the result that 

OJ(~) = 128 i AnH2n_l(~f.J8)e-a·/s 
~ n~l (2n + 1)(2n - 1) 

32.J2 AoJ 00 _ 2/s - e a d~. 
~ a 

(2.13) 

(2.14) 

To ensure that OJ(~) remains finite at ~ = 0, we must 
have Ao = 0. But by (2.7), this condition is equivalent 
to the requirement 

(2.15) 

which follows from the second and third members in 
(2.2). Hence, OJ(~) may be expressed as 

128 ~ AnH2n_l(~f.J8)e-a2/S 
OJ(~) = - £., (2.16) 

~ n=l (2n + 1)(2n - 1) 

An iterative solutional procedure for Eq. (2.2) goes 
as follows. Suppose that OJ(N)(~) is the Nth approxi­
mation to OJ(~); then substituting OJ(N)(~) into the 
right side of (2.2) gives the corresponding approxi­
mation for r(~), namely r(N)(~). Putting r(N)(~) 
into (2.7) enables one to calculate the A~N)'s which are 
substituted into (2.16) to yield OJ(N+l)(~), the 
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(N + l)th approximation to m(oc); that is, 

mCN+1)(oc) = 128! A~N)H2n_l(OC/.JS)e-"'18 (2.17a) 
oc n=l (2n + 1)(2n - 1) 

with 

ACN) = 1 (") rCNl(oc)H (~) doc. 
n 22n+1(2n + I)! (27T)t Jo 2n+1 .J-S 

(2.17b) 

If mCN)(oc) is expanded in terms of the even eigen­
functions of A, then the coefficients of the expansion 
are related to the A~Nl's. To develop equations which 
give the A~Nl's explicitly, first note that the definition 
of r(oc) produces 

ocSr"(oc) = -6R(oc) + 6ocR'(oc) - 2oc2R"(oc), (2.18) 

where 

R(oc) = m'(oc)[6m'(oc) - 6ocm"(oc) 

+ oc2mlll(oc) + oc3m"ll (oc)]. (2.19) 

Next, substitute Eq. (2.6) into the left side of (2.18), 

multiply both sides of (2.18) by H2!(oc/.J8), and finally 
integrate over oc to obtain 

- ~ !AnJoo OC5H zn+3(.Joc_) H21 (.JOC-) e-"'18 doc 
16 n=l -00 8 8 

= roo [3R(OC) - 3oc~R(oc) J-oo doc 

+ oc
2 

:oc: R(OC)] Hz! (;s) doc. (2.20) 

Apply the identity xHix) = kHk_1(X) + !Hk+1(x) 
to the right side of (2.20), integrate by parts, and use 
H~(x) = 2kHk_1(X) to get 

00 

- 32 L AnJ 2n+3,ZI 
n=l 

= L: [(21 + 4)(21 + 2)H2!(;S) 

+ 81(21 - 1)(21 + 2)H21- 2 (;S) 
+ 81(21 - 1)(21 - 2)(21 - 3)H2l-4(;-S) ]R(OC) doc, 

(2.21) 

I 2m+1.2n+l,2k = fl)\2m + I)! (2n + I)! 2n+m+k+1 

with 

Jk,s == L:x5Hk(X)Hix)e-ill' dx 

= 2k(7T)1[3~2k! 0k,S+S + l"-ak ! (k - l)ok,s+3 

+ tk! (2k2 + I)Ok,S+l 

where 

+ ~(k + I)! (2kZ + 4k + 3)Ok.S_l 

+ !(k + 3)! (k + 2)Ok,S_3 + (k + 5)! 0k,S-S]' 

(2.22) • 

0 .. = {1 for i = j, 
" 0 Cor' . l' l ¥: J. 

From (2.22) it follows that 
00 00 

L AnJ2n+3,21 = L ACn+I-4)J2(n+Il-5,21' (2.23) 
n=l n=O 

If m(oc) is expanded in terms of the even eigenfunctions 
of A, then 

m( oc) = Jo b2niznC oc) = n~o b2nH 2n (;-S) e-,,218• (2.24) 

Therefore 

R(oc) = _ e-
a

'

14 ! b2rnB2nH2rn+1(.J
oc
-)H2n+1{.J

oc
-), 

8 m,n=O 8 8 

where (2.25) 

Ban = lb2n- 6 + t(3n + l)b2n_4 

+ !(6n + 1)(2n + 3)b2n- 2 + 2n(2n + 3)(2n + 5)b2n • 

Substitute (2.23) and (2.25) into (2.21); the result is 
5 

32.J8 L A(n+l-4JJ 2(n+Il-5,21 
n=O 

00 

= L b2mB2n [4(l + 1)(1 + 2)I2rn+1 ,2n+l,21 
m,n=O 

+ 161(l + 1)(21 - 1)I2m+1,2n+1,2l-2 

+ 161(1 - 1)(21 - 1)(21 - 3)I2m+1,2n+1,2HJ 

== QzCb), (2.26) 

where 

I 2m+1 ,2n+1,2k == f-: H2m+1(x)H2n+l(X)H2k(x)e-2ill' dx. 

With the help of (2.27) 

",'_(ill_8)2 ~ H n(x)sn 
e =£. 

n=O n! ' 
Eq. (2.27) becomes 

X m+Ik+I ( -1 )3r(2r)! 2-2
1' 

r=m-n+k[m + n + k + 1 - r]! [r + (m - n + k)]! [r - (m - n + k)]! r! ' 
m~n. 
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Note that the condition m ~ n entails no loss of 
generality. In the Nth approximation, (2.24) becomes 

00 

W(Nl(IX) = L b~~)f2n(IX); (2.28) 
n=O 

then, from (2.26), 
5 

32J"S L A(n+l-4)J2(n+z)-5,2Z = Qz(b(Nl). (2.29) 
n=O 

As an illustration of this iterative solutional pro­
cedure, we consider the first approximation to W(IX): 

W(1)(IX) = _ce-a.
S
/8, c == constant. (2.30) 

Then from (2.30) and (2.2) we find 

c2 2 
r(1)(IX) = 256 (721X - 171X3 + !1X5)e-o; /4. (2.31) 

Hence it follows from (2.17b) that 

(1) c2( -1r2-3n(5 + 2n) 
An = 128(n _ I)! ,n ~ 1. (2.32) 

We now combine (2.17a), (2.32), and (2.1) to obtain 

Comparing (2.37) and (2.38) we see that if c ,....., 3, we 
have rapid convergence of the iteration procedure for 

f~~(O, t) ,....., f~~(O, t) ,....., 9'V/2t, (2.39) 

a relation which would hold experimentally for a 
grid Reynolds number4 UM/'V ~ lao An approxi­
mation for the two-point velocity correlation tensor 
is given by 

c2e-a.
2
/8 00 (_1)n2-3n(5 + 2n) 

f~~(r, t) = --L _--'---..::::.t...-=--~-=-~_ 
IXt n=1 (2n + 1)(2n - 1)(n - 1)! 

x {'V~I'{:2 H2n- 1(;8) 
+ J~ IX H 2n(;8) + lH2n+1(;s) ] 
- X:~l :2 H 2n-l (;8) + J~ IX H 2n (;"S) 

_ 'V2C2 00 (_I)n2-3n(5 + 2n) 
~2 = - L where' 

IX n=1 (2n + 1)(2n - 1)(n - I)! 

X H2n- 1 (;8) e-a.
2

/8, (2.33) 

where ~2 is the second approximation to ~. Equation 
(2.33) leads to 

f(2)(r, t) = 2Y'2~2 = '1':2 ! 2-
3n

( -lr(5 + 2n) 
1'1' 4IXt n=1 (2n + 1)(2n - 1)(n - 1)! 

(2.34) 

and therefore 

f
(2)(0 ) _ ~ ~ 2-3n(5 + 2n)(2n)! 
I'I',t- r £., , 

4,,2 t n=1 (2n - I)(n - 1)! n! 
(2.35) 

where we have used 

H2n;1(X) /"'=0= 2( -1)n(2n + 1) (2:i!' (2.36) 

Observe that the t-1 dependence of the turbulent 
kinetic energy, proportional to the quantity (2.35), is 
characteristic of the initial period of decay observed 
experimentally.3 

Since the infinite series in (2.35) has the approximate 
value 2.83, Eq. (2.35) may be written 

f~~(O, t) ~ c2'V/2t. (2.37) 

We computef~~(O, t) from (2.30) and find 

f~~(O, t) = l(c'V/t). (2.38) 

8 G. K. Batchelor, Theory of Homogeneous Turbulence (Cam­
bridge University Press, London, 1960), p. 134. 

c2 = (6/a)(UM/'V). 

3. ITERATIVE SOLUTION BASED ON THE 
QUASll.JNEAR CHARACTER OF EQ. (1.7) 

In this section we apply an iteration procedure for 
the determination of solutions to Eq. (1.7), expressed 
as 

(!! _ 'V ~)2 (J2(r~) = _~[~], (3.1) 
20t or2 or2 

where 

n~] = 2ij - 6rf.ooijs-2 ds = - 2rf.00 S-3 .E:-. (S2ij) ds 
r r ds 

(3.2) 
and 

ij = r o~ ~(! OY'2~). 
or or r or 

(3.3) 

The Green's function of the operator 

(
1 0 (2)2 
2. ot - 'V or2 

is defined by the equations 

(
1 0 ( 2)2 - - - 'V ---; G(r, ro, t, to) = ~(r - ro)~(t - to) 
20t or 

for t ~ to, (3.4) 

• The dimensionless constant a, depending principally on the grid 
shape and having a value near 134 for typical square-mesh grids, 
was introduced empirically by G. K. Batchelor, Theory of Homo­
geneous Turbulence (Cambridge University Press, London, 1960), 
p.135. 
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and 

G(r, ro, t, to) = ° for t < to· 

or finally 

(3.5) a2(rt2) 

With Fourier representations for the delta functions, 
the inverse of the differential operator on the left side 
of (3.4) can be applied to the equation to give an 
expression that must be integrated twice, filst by a 
contour integration and then by a standard integra­
tion. The result is 

7TV Sv(t - to) 
{[

2(t - to)]\xp (_ (r - ro)2), 

G(r, ro, t, to) = t > t (3.6) 
_ 0, 

0, t ~ to. 

Equation (3.1) then becomes 

which leads to the iterative series of approximate ex­
pressions for t: 

Hence, if an approximate form is given for t, say tl' 
we can calculate the improved approximation t2 by 
integrating Eq. (3.S). 

To illustrate this iterative approximation procedure, 
let 

(3.9) 

which produces 

V2tl = 2Fe-yr2(2y2r2 - 3y), (3.10) 

(3.11) 

and 

2( 9r) '1 = _32F2y4e-2
y
r 2yr5 

- V r3 + 2y . (3.12) 

Thus 

( 

2 (r-ro)2) x exp - 2yro - dto dro, (3.13) 
Sv(t - to) 

ar2 

i t [2(t - to)J!32 2 4 ( 2yr2 ) = F y exp - __ ---f.... __ _ 

o TTV 1 + 16yv(t - to) 

x L: (2yr~ - 11r~ + ~~o) 

[ (
1 + 16yv(t - to») 

X exp -
Sv(t - to) 

X (ro - r )2J dro dto. 
1 + 16yv(t - to) 

Concentrating on the inner integral, set 

__ ---=-r ___ == a == a'r 
1 + 16yv(t - to) 

and 

1 + 16yv(t - to) == b. 
Sv(t - to) 

(3.14) 

Then, by a translation of the integration variable 
ro -> (ro + a), we get 

L: (2yr~ - 11r~ + ~~o) e-b(ro-al
2 

dro 

2 '5( /b)! 5 (10ya'3 17a'3)( /b)! 3 = ya 7T r + -- - -- 7T r 
b 2 

+ (15 ya' _ 51a' + 9a')(7T/b)!r. (3.15) 
2b2 4b 2y 

Equation (3.14) thus becomes 

a2(rt2) 
ar2 

S~2it = -! F2y4(t - to)!b-!(lr5 + mr3 + nr)e-Dr2 dto, 
v 0 

(3.16) 
where 

1 == Sya'5b 2
, m == 40ya'3b - 34a'3b2, 

n == 30ya' - 51a'b + lSa'b2y-I, (3.17) 

D == {2y/[1 + 16yv(t - to)]} == 2ya'. 

Both sides of (3.16) can be integrated with respect to 
r to give 

a(rt2) = _ S~2 (tF2y4(t _ to)tb-i 
ar vt Jo 

x e-Dr2 [_1 r4 + (.!!!.. + ~) r2 
2D 2D D2 

+ C~ + 2~2 + ~3) ] dto, (3.1S) 
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where ~2 -->- 0 as r -->- 00 has been used. We now 
substitute for D, I, m, n, b, and a' to obtain 

( 
2yr

2
) X exp -

1 + 16yv(t - to) 

X - r { 
8r4 26 + 14(16)yv(t - to) 2 

[1 + 16yv(t - to)]2 y[1 + 16yv(t - to)] 

5 + 56yv(t - to)} d + 2 to· 
y 

(3.19) 

Equation (3.19) can be integrated again with respect 
to r by using d 2 -->- 0 as r -->- 00 to give 

(3.20) 

where the expression for b has been substituted. 
Note that as yet yet) andF(t) have not been specified. 

A form with some approximate validity is F(t) = 
constant == -k and yet) = If(8vt). If we set 

~1 = -k exp (- ~), (3.21) 
8vt 

it follows that 

a time dependence observed experimentally during the 
initial period of decay. Using these values for F and y 
in Eq. (3.20) yields 

~2 = ~ (r2tM21 - r2M31 - 28vt2M 10 
32v3 

+ 36vtM20 - SvM30), (3.23) 

where M mn is defined by 

By making the substitution 

where 
() = r/(Svt)! 

and simplifying the resulting expression, we obtain 

(3.25) 

For the combinations of m and n which occur in (3.23), 
it is found that only four integrals appear in (3.25). 
These integrals are 

f" o Vte-v dV == A(O), (3.26) 

r" o V-te-v dV = 20e-0" + 2A(0), (3.27) 

0" 

50 Vfte-V dV = _03e-0" + fA(O), (3.2S) 

and lO" ft-v ~ dV = A(O) - 03N(0), (3.29) 
oV+O 

where f Wi • N(O) == -- e-o W dW. (3.30) 
oW + 1 

Thus, A(O) and N(O) are the only two integrals that 
remain to be determined. Now 

A(O) = -Oe-o" + ](0), (3.31) 
where 

](0) ==iOe-W2 dW = .,;; ep(O) 
o 2 

(3.32) 

and ep is the well-known error function normalized to 
ep( (0) = 1. N(O) can of course be evaluated numeri­
cally for any given 0, but such an evaluation is not 
required for our final result. 

We now use (3.26) through (3.32) in (3.25) to get 
the M mn's and then evaluate (3.23). Thus 

2 _02 

~2 = ~ [2N(0) - 30-1](0)]. (3.33) 
8v2 

In order to evaluate f~~) (r, t) we need the relations 

and 
(3.35) 

Then 
2 _02 

f~:)(r, t) = 2V2~2 = ~ [70-1](0) - 60](0) + e-
02

]. 
16v t 

(3.36) 
This result is in contrast to 

f~~)(r, t) = 2V2~1 = !.. e-o'(! - ( 2
). (3.37) 

vt 
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For the case when r = 0 and t "" 0, we have 0 = 0 and 

where 

1
(2) k2 
,,,,,(0, t) = 23 ' 

11 t 
(3.38) 

(3.39) 

has been used. Comparing (3.22) and (3.38), we see 
that/::) is in close correspondence with/~!) , indicat­
ing rapid convergence of our iteration procedure, if 
k is of the order 3112 ; for k ~ 3112 we have 

(2) _ 911 I ~~ (0, t) = (u,,Jx, t)uix, t» "'-' 2t . (3.40) 

The relation (3.40) obtains in experimental situations 
for a grid Reynolds number4 UM/1I ~ (l)a. We would 

JOURNAL OF MATHEMATICAL PHYSICS 

expect 

/2)(r t) = k
2
xp.

x
v e-IJ'[120-11(0) + 40-31(0) 

JlV' 512114t2 

_ 30-51(0) _ 20-2e-1J2 + 30-4e---IJ
2

] 

+ k2~p.v e-02[80-11(O) _ 1201(0) 
64113t 

+ 0-31(0) + 2e-1J2 _ 0-2e-O
I
] (3.41) 

to be a satisfactory approximation for the two-point 
velocity-correlation tensor for grid Reynolds numbers 
between 100 and 300 with the constant4 

k2 = 6UM1I
3

• 

a 
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In this work, the spectrum of the second-order difference equation 

t(n + 1) + t(n - 1) = [E rp(n)lt(n) 

in the /2 Hilbert space is studied for the case in which the limit of the sequence {rp(n)}~=l exists. By means 
?f a simple repr~entation the p:oblem is transferred to one about the spectrum of an abstract operator 
In a separable Hilbert space. ThIS operator Thas a form analogous to the Schrodinger operator, namely 
T = To + A, where To is self-adjoint with a purely continuous spectrum but bounded, whileA depends on 
the sequence (rp(n)}. In fact, A is of Hilbert--Schmidt type for any {rp(n)} in /', and of trace class if the 
series :l:~=l Irp(n)1 converges. Sufficient conditions for the existence of a discrete spectrum and more 
generally, of proper values, are found. Using the theory of the wave operators O± = s - lim exp (iTt) 

t--± 00 

range exp (-iTot), results on the existence of a mixed spectrum are obtained. 

I. INTRODUCTION 

Problems leading to difference and, more generally, 
to functional equations have appeared in mathematics 
and physicsl (some even with a boundary-value 
character2) before classical analysis was developed. 
These problems were, however, rather simple and 
could be solved by direct algebraic methods. 

1 H. Meschkowski, Di/ferenzengleichungen (Vandenhoch und 
Rupprecht, Gottingen, 1959); E. Bohmer, DiJferenzengleichungen 
und bestimmte Integrate (K. F. Kohler Verlag, Leipzig, 1939). 

2 Z. Aczel, Vorlesungen ilber Functionalgleichungen (Birkhiiuser 
Verlag, Basel, 1961), p. 106. 

Later on, more complex forms appeared, while the 
methods of treatment varied according to the known 
methods of analysis.3 

Most of the time, due to the analogies between 
difference and differential equations, methods used 
with success in the case of differential equations were 
applied, and results of differential equations were 
translated into analogous properties of difference 
equations. 

• G. Doetsch, Handbuch der Laplace-Transformation (Birkhiiuser 
Verlag. Basel, 1956). VoL 3, p. 91. 
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For the case when r = 0 and t "" 0, we have 0 = 0 and 
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Later on, more complex forms appeared, while the 
methods of treatment varied according to the known 
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Most of the time, due to the analogies between 
difference and differential equations, methods used 
with success in the case of differential equations were 
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The second-order recurrence equation 

f(n + 1) + f(n - 1) = [E - tp(n)]/(n) (1) 

was studied very closely, because of the analogy with 
the second-order differential equation of Liouville 
or Schrodinger type, and all that was established for 
the Schrodinger equation was carried over to Eq. (I) 
(e.g., linear independence of solutions, asymptotic 
forms,4 constancy of the Wronskian, approximation 
methods,!; etc.). 

In this work we study Eq. (1) in the [2 Hilbert space, 
using methods of functional analysis. By translating 
the problem into a problem on abstract operators 
in a separable Hilbert space, we find a large class of 
sequences {tp(n)} for which the solutions of (1) form 
a complete system in [2 (discrete spectrum). We also 
exhibit another large class of sequences {tp(n)} for 
which proper values exist, but the corresponding 
proper vectors do not form a complete system (mixed 
spectrum). As a mixed spectrum in quantum me­
chanics characterizes the scattering systems, we find 
something analogous to the admissible interaction 
operators in Schrodinger's equation for which the 
scattering operator can be defined.6- s 

In general, we study qualitatively the spectrum of 
Eq. (1) for real-valued sequences {tp(n)}, such that 
either 

lim tp(n) = 00 (2) 
n-+oo 

or 
lim tp(n) = a =;6 00. (3) 
n-+ 00 

II. REDUCTION TO OPERATOR FORM 

Consider an arbitrary but fixed basis {en}, n = 1, 
2, ... , in a separable Hilbert space H and define the 
operators V and A as follows: 

Ven = en+l , 

Aen = tp(n)en • 

The operator V is an isometry and its adjoint V* a 
partial isometry: 

V*en = {
O, 
en-I, 

forn=l, 
forn>l, 

so that V*V = I (identity) while VV* = P (projection 
on H - {e l }). 

• J. Meixner and F. Schllfke, Mathieusche Funktionen u.nd Sphiiroid­
funktionen (Springer-Verlag, Berlin, 1954). 

• H. Schmidt, Math. Nachr. 1, 377 (1948); 2, 35 (1949); P. 
Harper, Proc. Phys. Soc. (London) A68, 874 (1955). 

6 J. M. Jauch and I. I. Zinnes, Nuovo Cimento 11, 553 (1959). 
7 T. Kato, Perturbation Theory for Linear Operators (Springer­

Verlag, Berlin, 1966). 
8 J. M. Jauch, Helv. Phys. Acta 31, 127,661 (1958). 

Because of the isomorphism between Hand [2, the 
proper-value problem for Eq. (1) in the space [2 is 
equivalent to the proper-value problem for the oper­
ator 

T= To + A, 

where 
To = V + V* 

in the space H. 
The operator To plays the role of a free Hamiltonian 

while A is a perturbation. As To is bounded, there is 
no problem whether T is self-adjoint or not. 

. 
III. THE OPERATORS To, A, AND T 

We establish below the properties of the operators 
To, A, and T, which we use later. 

Proposition 1: The spectrum of To is continuous 
extending from - 2 to 2. 

Proof: First observe that 

II Toll = 2. 

As IIVII = IIV*II = 1, we have II Toll :::;; 2. Now let 
f= n-t I;:'~I em so that II/II = 1 and II To/II 2 = 4-
5n-l ; since II Toll = sup II To!11 over allf with II/II = I, 
we obtain II Toll = 2. Now let A be a proper value of To 
with proper vector / = I:~I amem; then we have 
am+1 + am- I = Aam (with ao = 0); Hence am = 
c(lr;' - I;') where h, [2 are the roots of [2 - AI + 1 = 
0. But then I:~I lam l2 does not converge and thus / 
is not a vector in H. Therefore To has no proper values. 

Proposition 2: In case 

lim tp(n) = 00, 

the operator A has a self-adjoint extension with dis­
crete spectrum. 

Proof: We may assume tp(n) =;6 ° for all n without 
loss of generality, since addition of a constant multiple 
of I does not change the nature of the spectrum. 
First observe that the operator B defined by 

Ben = tp(n)-Ien 

is self-adjoint [since the tp(n) are real] and completely 
continuous9 because tp(n)-I tends to zero. Since 
AB = BA = I on the dense linear manifold spanned 
by the basis {en}, the inverse of B, which is self-adjoint, 
is an extension of A. To show that the spectrum is 
discrete, let A ¢ tp(n) for all n. Then fA - tp(n)]-I 

• F. Riesz and B. Sz.-Nagy, Functional Analysis (Frederick Ungar 
Publishing Co., New York, 1955), p. 235. 
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tends to zero and, since 

(A - Al)-le .. = [qJ(n) - A]-le .. , 

the operator (A - AI)-l is bounded. Thus A is not in 
the spectrum of A, which therefore consists of the 
points qJ(n). 

Proposition 3: The operator T is self-adjoint on a 
suitable domain; its spectrum may extend beyond 
[-2,2] by a distance IIAII = sup IqJ(n)l. 

The first part follows from Proposition 2 and the 
fact that To is bounded. The second is obvious. 

Proposition 4: The operator T - aI, where a real, 
cannot be completely continuous. 

Proof' If the operator is completely continuous, 
then the sequence {e .. } which converges weakly to 
zero would be mapped onto a sequence strongly 
convergent to zero; i.e., we should have 

lim II(T - aJ)en ll 2 = lim [2 + (qJ(n) - a)2] = 0 
n-+oo n-+oo 

which is impossible for real a. 

Proposition 5: The one-parameter unitary group 

Ut = exp (-iTot) 

acting on el produces the vector 
00 

Utel = 2 m( - i)m-lt-IJ m(2t)em , 
m=l 

(4) 

where J m is the ordinary Bessel function of order m. 
? 

Proof: By induction we have 

Tonel =[I] [(n - 1) _ ( n - 1 )]en+I- 2k , 
k=O k n+l-k 

where we set (~) = 0 if A > 1', and 
00 (_it)n 

Utel =2--
n=O n! 

x[J:] [(n ~ 1) - (n: ~ ~ J }nH-2k; 

as 

Setting n + 1 - 2k = m, m = 1,2,3, ... , and re­
arranging, we obtain 

U _ ~ ( .)m-It-l ~ (- i?t2
k+m tel - £., m -I £., 

m=l k=O k! (m + k)! 
Q.E.D. 

IV. THE SPECTRUM OF T: FIRST CASE 

We consider the case where the perturbation A 
satisfies condition (2). Then Thas a discrete spectrum, 
because of the following theorem. 

Theorem 1: If To is bounded self-adjoint and A 
self-adjoint with A-I completely continuous, then 
To + A has a discrete spectrum. 

This theorem is also valid for To not self-adjoint, as 
shown by Osbornlo for the special case where A-I is 
of Hilbert-Schmidt type. For the case that concerns us, 
i.e., To self-adjoint, the converse is also true if and 
only if T is not bounded. 

Given the above theorem, we observe that without 
loss of generality we may assume that qJ(n) =;!: O. 
Then A-I exists and A-len = [qJ(n)]-len so that, 
since 

lim (qJ(n»-1 = 0, 
n--+ 00 

A-I is completely continuous. Hence To + A has a 
discrete spectrum. 

Proof of Theorem 1: First assume that II Toll . 
IIA-I II < 1; then, as To + A = (I + ToA-l)A and 
IIToA-l lI < 1, we see that 

(To + A)-l = A-l(I + T oA-l)-l 

because I + ToA-l has a bounded inverse. Since A-I 
is completely continuous and (I + T oA-l)-l is bounded, 
(To + A)-l is completely continuous and therefore the 
self-adjoint operator To + A has a discrete spectrum 
as is seen by the argument of Proposition 2. To get rid 
of the extra hypothesis 

II Toll . IIA-lil < 1, 

we replace A by Al = A + AI, where A is to be 
chosen later, so that 

then the argument applies to To + Al and the result 
holds for To + A = To + Al - AI. 

Suppose that for some basis {en} we have 

Allen = (A + A";;lr1en • 

Since (A + A;;l)-l -+ 0 as n -+ ro, All is completely 

10 J. E. Osborn, J. Math. & Phys. 45, 391 (1966). 
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continuous. Further, we have 

for some Ai, and it suffices to choose 

V. THE SPECTRUM OF T: SECOND CASE 

We now consider the case where A satisfies con­
dition (3); then A - aI is completely continuous, 
and as the addition of -aI simply translates the 
spectrum of T, we may assume A itself to be completely 
cbntinuous, i.e., lim ({I(n) = O. Then the limit points 

n--->oo 

of To are the same as those of p.9 and, therefore, the 
limit points of T cover the interval [-2,2]. 

Using the results of Sec. III we have the following 
theorem. 

Theorem 2: The operator T cannot have a discrete 
spectrum {En} such that lim En exists, i.e., it cannot 

n--->oo 

have a pure point spectrum with a single limit point. 
In the case 

11TH> 2, (5) 

the point spectrum of T is not empty. 

The first follows from the fact that, if 

limEn = a, 
n-+oo 

then T - aI would be completely continuous. The 
second follows from the above remark that the limit 
points of T cover the interval [-2,2]. 

Remarks: (1) As II Tenl1 2 = 2 + [({I(n)]2, we see that, 

if some I ({I(n) I > .J"2, then IITII > 2, and a point 
spectrum exists. (2) Another case in which II TH > 2 
is obtained as follows: 

Let! be a normalized proper vector of V* with a 
real proper value A, i.e., 

1= (1 - A)!! An-len' 
n=l 

Then (5) holds, provided 

(1 - .1.2)[.1. + ({I(1W + .1.4 + 2.1.2 + .1.-2(1 - .1.2) 
00 00 

X.! A2n[({I(nW + 2.1.-3(1 - .1.4) L A2n({l(n) > 3. (6) 
n=2 n=2 

For example, in the case of ({I(n) = AfJn , .1.< 1, we 
obtain from (6), with some manipulation, that (5) 
holds if A> (W/fJ. 

Now it may be the case that T has a pure-point 
spectrum dense in [-2,2], as the Weyl-von Neumann 

theorem predicts.7•11 This, however, cannot happen 
whenever A is of trace class, according to a theorem 
of Kato (valid for arbitrary self-adjoint To).? Using the 
theory of wave operators, we give below a simple 
argument which covers a special case of Kato's 
theorem. 

Theorem 3: In case there exists an IX > 1 such that 

0() 

.! [({I(m)]2m~ < 00, (7) 
m=l 

at least part of the spectrum of T is continuous. 

In particular, we see that in case ({I(m),....., l/ml+€ for 
large m, the spectrum of T contains a continuous 
part. This is a result analogous to that for ordinary 
differential operators of Schrodinger type.7 Our 
argument can be used to give a proof for the case 
where A is of trace class analogous to, but naturally 
simpler than, Kato's argument. 

We first summarize the properties of the wave 
operators that we need; proofs are to be found in the 
literature.6- 8 Let Vt = exp (-iTt), Ut = exp (-iTot), 
for - 00 < t < 00. The wave operators are defined 
by 

Q± = s -lim vtut • 
t-+±C() 

(a) A necessary and sufficient condition for the 
existence of Q±! is the existence of the strong 
integral 

f
±OO 

vtAuddt. 

From this the sufficient condition 

f
±OO 

IIAUdll dt < + 00 (Cook's criterion), 

is easily obtained. 
(b) Since vtUt is unitary, if Q±fexists, we have 

so that Q ± are isometries on their nontrivial respective 
domains, and therefore their ranges are not trivial. 

(c) If Q±f exists for some vector!, then it exists for 
an infinite-dimensional subspace of H, because To 
has a purely continuous spectrum. 

(d) The ranges of Q± are contained in the continu­
ous subspace of H. [A short proof of (d) is given in the 
appendix.] 

11 J. von Neumann, Collected Works (Pergamon Press, N.Y., 
1961), Vol. 4, p. 38. 
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Proof of Theorem 3: We apply Cook's criterion; 
from Eq. (4) we obtain 

IIAUtell1 = [~lm2t-2[Jm(2tW[<p(m)]2r 
and hence, using Schwartz's inequality, 

where E > 0 is to be chosen later. The first factor is 
finite, while the second is bounded by 

~lm2[<p(m)]2fXl t-1+<[Jm(2t)]2 dt. 

SinceI2 

r+oo 
[J (t)]2t-S dt = r(s)r(m + HI - s» 

Jo m 2Sro(s + 1»2r(m + t(l + s»' 

we have for large m that 

1+
00 

[J m(2t)]2t-1+< dt '"" m-1+f
• 

Thus the second factor in (8) is finite, provided the 
series I:=I [<p(m)]2m1+< converges. This is insured by 
our hypothesis (7), provided we choose 0 < E < 
1 - ex. 

Remarks: (1) We can see easily that the condition 

oc 

I <p(m)2ml+< < 00 
m=1 

(for some E > 0) implies that A is of trace class. For 
if we write I <p(m) I = m-[1+a(m)l, then 

00 

I 1<p(m)1 = X + Y, 
m=1 

where X contains all terms with a(m) ~ E, and Yall 
those with a(m) < E. Then X is majorized by 
I:=I m-I-< and Y by I:=I <p(m)2ml+<, and hence 
both converge. 

(2) The full theorem of Kato for our case can be 
obtained in an easier way if we observe that the really 
hard part in the argument of Ref. 7 concerns the case 
of a perturbation of finite rank. Here this is trivial 

12 I. M. Ryshik and I. S. Gradstein, Tables (VEB Deutscher 
Verlag der Wissenschaften, Berlin, 1957), p. 231. 

because the integral 

f" Vt* AUtel dt = foo il m( - i)m-It-IJ m(2t) Vt*em dt 

obviously exists. 

VI. A TYPICAL CASE: COULOMB 
PERTURBATION 

For <pen) = 2bjn, the operator A is called a Coulomb 
perturbation. The proper values of T areI3 

Ek = ±2[1 + (bjk)2]t, k = 1,2,3,"', (9) 

corresponding to b > 0 or b < O. The proper vectors 
have the form 

fk(n) = n(Ek + bjk)-nPin), (10) 

where the Pk(n) are polynomials in n of degree k, and 
they do not form a complete system in [2 as follows 
from Theorem 2. This is very difficult to prove by 
classical methods. 

Remark: The proper values (9) and proper vectors 
(10) have been obtained by classical methods. It is 
clear that an abstract approach to this special problem 
may lead to a general method of obtaining the proper 
values of Eq. (1). 

APPENDIX 

We give a short proof of statement (d) in Sec. V for 
a general scattering system. To begin with, we can see 
immediately from the definition that any wave 
operator 0 intertwines Ut and Vt : 

OUt = VtO. 

Let R be the range of 0 (a subspace -:;6 0), and P the 
projection on R:P = 00*. If E;., F;. are the spectral 
families of To, we have 

OE;. = F;.O, O*F;. = E;.O*, 

so that F).P = F}lO* = OE).O* = OO*F). = PF). 
and thus R reduces T. Suppose Tf = J..f for some f 
in R: thenf = Og for some gin H, and hence TOg = 
J..Og. As OE). = F;.O implies OTo = TO, we have 
O(Tog - J..g) = O. 

As 0 is an isometry, we get Tog = J..g which is 
impossible, because To has continuous spectrum. 
Thus g = 0, and hence,! = O. Therefore no vector of 
R is a proper vector of T, i.e., R is contained within 
the continuous subspace of T. 

" E. K. Ifantis, Z. Angew. Math. Mech. 48, 66 (1968). 
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The method of averaging is applied to systems having Hamiltonians of the form 

H = Ho(J) + EH,(J,\jI, p, q), 

where H, is periodic in each of the components of \jI. When the system is nondegenerate it is shown that 
corresponding to each component of \jI there is a quantity Ki which is invariant to all orders in E. When 
the system has an m-fold degeneracy,somewhat weaker results are obtained. In this case it is shown that 
the Hamiltonian, when expressed in terms of the average variables, depends on the angle variables only 
through their m degenerate combinations. This is true to all orders in E. Thus, if ~ has s components there 
are s - m invariants provided that the average variables can be made canonical. However, the conditions 
under which degenerate perturbation theory can be made canonical are not known. The invariants 
which arise when the Hamiltonian has an adiabatic or a harmonic time dependence are also discussed. 
The techniques are applied to the simple case of a harmonic oscillator whose frequency varies slowly 
with time. 

1. INTRODUCTION 

In recent years there have appeared several publica­
tions which discuss the existence of quantities which 
are invariant to all orders in some small parameter. 
Apparently the first such discussion was given by 
Kulsrud who considered a harmonic oscillator whose 
frequency varied slowly from an initial constant value 
to a final constant value. l He showed that the ratio 
of the energy to the frequency was the same in the 
final state as it was in the initial state to all orders in 
the slowness parameter. Shortly thereafter, Kruskal 
considered a charged particle moving in a magnetic 
field which varied slowly from an initial constant 
value to a final constant value.! Using perturbation 
theory he was able to demonstrate the existence of a 
quantity (the magnetic moment) whose final value was 
the same as its initial value to all orders in perturbation 
theory. Chandrasekhar then considered a harmonic 
oscillator whose frequency varied in a slow but 
arbitrary fashion. 3 He showed how to construct a 
quantity which is constant to any desired order in the 
slowness parameter. This was accomplished by a 
sequence of transformations of the dependent and 
independent variables. Next Lenard considered a 
one-dimensional oscillator whose energy varied slowly 
with time.4 He was able to show that the action 
integral, extended over a period of the instantaneous 
time-independent problem, was invariant to all orders 

1 R. Kulsrud, Phys. Rev. 106,205 (1957). 
• M. Kruskal, Rendiconti del Terzo Congresso lnternazionaie sui 

Fenomeni D'lonizzazione nei Gas tenuto a Venezia (Societa Italiana 
di Fisica, Milan, 1957). 

3 S. Chandrasekhar, The Plasma in a Magnetic Field, R. Landshoff, 
Ed. (Stanford University Press, Stanford, Calif., 1958). 

• A. Lenard, Ann. Phys. (N.Y.) 6, 261 (1959). 

in the slowness parameter. Gardner also considered a 
one-dimensional oscillatory system whose Hamil­
tonian varied slowly with time.s He showed that, 
by performing a certain sequence of canonical 
transformations, one could construct a quantity 
which is constant to any desired order in the slowness 
parameter. Finally Kruskal discussed a general class 
of Hamiltonian systems whose motions were nearly 
periodic.6 He was able to show that the action integral 
when defined in an appropriate way is constant to all 
orders in perturbation theory. 

The papers which we have discussed above have 
one thing in common: they deal with systems having 
a single rapid phase. The invariants are in some sense 
related to an averaging over this rapid phase. The 
purpose of the present paper is to extend the results 
obtained above to systems having several rapid 
phases. As our starting point, we employ a perturba­
tion theory which we developed in a forthcoming 
publication (henceforth cited as 1).7 This perturbation 
theory endeavors to separate the average or secular 
motion from the rapidly fluctuating motion. The 
introduction of average variables at the very outset 
is quite advantageous.s As we shall see, the invari­
ants are, in a sense, built into the method of aver­
aging. 

Our program is as follows: In Sec. 2 we apply the 

• c. S. Gardner, Phys. Rev. 115, 791 (1959). 
6 M. Kruskal, J. Math. Phys. 3, 806 (1962). 
7 T. P. Coffey and G. W. Ford, J. Math. Phys. (to be published). 
8 It should be pointed out here that the perturbation theory 

developed by Kruskal (Ref. 6) attempts to introduce average or 
"nice" variables. Indeed, Kruskal's perturbation theory is intimately 
related to the method of rapidly rotating phase developed by 
Bogoliubovand Mitropolsky [N. N. Bogoliubov and Y. A. Mitro­
polsky, Asymptotic Methods in the Theory of Non-Linear OscillatiOns 
(Hindustan Publishing Company, Delhi, India, 1961)]. 

426 
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method of averaging to nondegenerate Hamiltonian 
systems. We show that for each angular degree of 
freedom there is a quantity which is invariant to all 
orders. These invariants are a direct consequence of the 
fact that nondegenerate perturbation theory can be 
made canonical to all orders. In Sec. 3 we apply the 
method of averaging to a Hamiltonian system which 
has an m-fold degeneracy.s We show that the Hamil­
tonian when expressed in terms of the average variables 
depends on the angles only through their m degenerate 
combinations. This result holds to all orders. If the 
system has s angular degrees of freedom then there 
will be s - m invariants provided that degenerate 
perturbation theory can be made canonical to all 
orders. However, the conditions under which de­
generate perturbation theory can be made canonical 
are not known. Thus, the results which we obtain for 
degenerate systems are weaker than those which we 
obtain for nondegenerate systems. In Sec. 4 we discuss 
the simple problem of a harmonic oscillator whose 
frequency varies slowly with time. 

A few words are now in order concerning the state­
ment that a quantity is invariant to all orders. This 
does not mean that this quantity is a rigorous constant 
of the motion. For such a quantity to be a rigorous 
constant of the motion, perturbation theory would have 
to converge to the exact solution. Perturbation theory, 
however, makes no claims of convergence. To date 
only some rather weak theorems concerning the 
asymptotic convergence of perturbation theory have 
been given.Io By invariance to all orders we simply 
mean that a quantity is constant to all orders in the 
formal structure of perturbation theory. The practical 
usefulness of these formal constants depends on the 
extent to which perturbation theory provides an 
approximate description of the true motion. We 
should also mention here that our classifications of 
systems as nondegenerate or m-fold degenerate are 
idealizations. A system is truly nondegenerate or 
m-fold degenerate only to some finite order of per­
turbation theory due to the appearance of small 
divisors in the higher orders of perturbation theory. 
The appearance of these small divisors influences the 
extent to which our idealized perturbation theories 
represent the true motion. However, if these small 
divisors occur only at high orders of perturbation 
theory, we can expect that the formal constants which 

• In this paper, we interpret the term degeneracy to mean a near 
commensurability of the unperturbed frequencies as well as a pure 
commensurability of these frequencies. 

10 For a discussion of the asymptotic convergence of perturbation 
theory, see J. Berkowitz and C. S. Gardner, Commun. Pure Appl. 
Math. 12, 501 (1959). See also Ref. 6 and T. P. Coffey, "Analytical 
Methods in the Theory of Non-Linear Oscillations" (Ph.D. thesis, 
The University of Michigan, Ann Arbor, 1966). 

we obtain will be quite useful from a practical 
viewpoint. 

2. NONDEGENERATE SYSTEMS 

Let us first consider systems which are described by 
a Hamiltonian of the formll 

Here E is a small parameter, Ji is the momentum 
conjugate to the angle variable "Pi (i = 1, 2, ... , s), 
and Pk is the momentum conjugate to the variable" 
qk (k = 1,2, ... , r). We require that HI is a periodic 
function of each of the "P/s and that both Ho and HI 
are infinitely differentiable functions of their arguments. 

Hamilton's equations of motion are found from 
Eq. (2.1) to be 

j. = -E aRI , 

• a "Pi 
(2.2a) 

· ORI Pk = -E--, 
aqk 

(2.2b) 

· ORI qk = E--, 
OPk 

(2.2c) 

· O( ) aRI 
"Pi = Wi J + E oj. ' , 

(2.2d) 

where 

w0(J) = oRo. 
, oJ

i 

(2.3) 

These equations are in the standard form given in I. 
The object of the perturbation theory presented in I 
is to achieve a separation of the rapidly fluctuating 
motion from the slow secular motion. In the case of 
nondegenerate systems this separation is achieved by 
the following change of variables: 

00 

Pk = Pk + LEn Din)(K, $, P, Q), (2.4a) 
n=1 

00 

qk = Qk + LEnEin)(K, $, P, Q), (2.4b) 
n~l 

00 

J i = Ki + L EnF~n)(K, $, P, Q), (2.4c) 
n~1 

00 

"Pi = c/>i + L EnG!n)(K, $, P, Q), (2.4d) 
n~1 

where the D(n)'s E(n)'s F~n)'s and G(n)'s are all 
k , k ' t' t 

required to be periodic functions of each of the c/>/s. 
In order that the Pk's, Qk'S, K/s, and c/>;'s represent 

11 The extension to cases where the Hamiltonian contains second­
and higher-order terms is straightforward. Hamiltonians of the 
form (2.1) describe systems which are nearly multiple-periodic. 
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only the secular motion, we require that 
00 

Pk = ! €nakn)(p, Q, K), (2. Sa) 
n=l 

00 

Qk = ! €nbkn)(p, Q, K), (2.5b) 
n=l 

00 

Ki = ! €n A~n)(p, Q, K), (2.5c) 
n=l 

00 

1>i = w~(K) + ! €nB!n)(p, Q, K), (2.5d) 
n=l 

where the right-hand sides of (2.5) are independent of 
the cp/s. 

Equations (2.4) and (2.5) are simply the formulation 
of nondegenerate perturbation theory as presented in 
I. In I we pointed out that the functions Dkn), E~n), 
F}n}, and G~n) are determined only to within an 
arbitrary additive function of K, P, and Q. We shall 
show that these arbitrary functions may be chosen so 
that the transformation (2.4) is canonical. For the 
moment let us assume that this is so. It is then 
straightforward to show that the canonical K/s are 
constant to all orders in nondegenerate perturbation 
theory. First we write the Hamiltonian (2.1) in terms of 
the new variables and denote it by h(K,CP, P, Q). 
Since Ki and CPi are assumed to be canonically con­
jugate variables to all orders, we must have that 

/(. = _ oh(K, cp, P, Q) . (2.6) 

• °CPi 

Upon comparing Eqs. (2.5c) and (2.6) we see that 

oh =~ I€nA~n)(p, Q, K). (2.7) 
0CPi n=l 

Now, by construction, the Hamiltonian h(K,CP, P, Q) 
must be a periodic function of each of the cp/s. 
Therefore, the left-hand side of Eq. (2.7) can contain 
no zero harmonic in CPi . However, by construction the 
right-hand side of Eq. (2.7) is independent of CPi' We 
conclude then that the A~n)'s must vanish to all orders. 
Thus the canonical K/s are constant to all orders in 
nondegenerate perturbation theory. 

We must now demonstrate that the transformation 
(2.4) can be made canonical to all orders. In order to 
do this in a succinct fashion we introduce the following 
change in notation: 

(K1' K2, ... , Ks) = (V-N' V-N+l' ..• , V-N+S- 1), 

(2.8a) 

(CP1' CP2"", CPs) = (VN' VN- 1,"', VN-S+l)' 
(2.8b) 

(P1,P2 ,'" ,Pr) = (V-N+s,"', V_I), 

(Q1' Q2"", Qr) = (VN-s>"', VI), 

(2.8c) 

(2.8d) 

where N = r + s. The equations of motion (2.5) now 
have the form 

(2.9a) 

V; = w;CV_N' "', Vr), j = r + I, "', N, (2.9b) 

where the ak's and w/s are formal infinite series in 
powers of €. 

If the transformation is to be canonical, we must 
have 

{Vi' V;} = sgn ir5.,_;, i,j = -N,'" ,N, (2.10) 

where the Poisson brackets are formed with respect to 
any complete set of canonical variables. We now show 
that the left-hand sides of Eq. (2.10) are independent 
of the angle variables Vi (j = r + 1, ... ,N) no 
matter how we choose the arbitrary zero harmonics 
in the transformation (2.4). In order to do this we 
construct the (N + r) X (N + r)-dimensional matrix 
L whose (i, k)th component Lik is 

Lik = {Vi' Vk}, i, k -:;i: r + 1, ... ,N. (2.11) 

We also construct the [(N + r) X (N + r)]-dimen­
sional matrix M whose (i, k)th component Mik is 

Mik = ~~, i, k -:;i: r + 1, ... , N. (2.12) 
• 

The time derivative of Lik is 

Lik = {Vi' Vk} + {Vi' Vk} 

= {€ai> Vk} + {Vi' €ak}. 

Equation (2.13) may be rewritten as12 

(2.13) 

. ~ { } oai ~ { } oak Lik =€ "'" V"" Vk -+€ "'" v., V", -. 
m=-N oVm m=-N oVm 

(2.14) 
It follows from -Eq. (2.14) that 

L = €lJL + €LM, (2.15) 

where M is the transpose of the matrix M. It must also 
be true that 

. N oL r oL 
L = ! W; - + € ! ak - . (2.16) 

;=r+l oVi k=-N oVk 

We find from Eqs. (2.15) and (2.16) that 

N oL _ r oL 
! w i - = €ML + €LM - € ! ak-. (2.17) 

i=r+l oVj k=-N oVk 

12 H. Goldstein, Classical Mechanics (Addison-Wesley Pub!. Co., 
Inc., Reading, Mass., 1959), p. 254, Eq. (8.50). 
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The matrix L must be a periodic function of the 
angle variables Vj (j = r + 1, ... ,N). Let us sup­
pose that L is known to be independent of the V/s 
(j = r + 1, ... , N) through order En. Thus, 

(¥J 

L = L(n) + L EmL(m) 

m=n+l 
(2.18) 

where L(n) is independent of the V/s (j = r + 1, ... , 
N). Upon substituting Eq. (2.18) into (2.17) and 
equating the (n + l)th-order terms on each side we 
find that 

(2.19) 

where the w~( V-N , ••• , V_._1) are the unperturbed 
frequencies and where the right-hand side includes 
only those terms of order n + 1. The point to observe 
is that the right-hand side of (2.19) is independent of 
the V;'s (j = r + 1, ... ,N). Since L(n+1) must be a 
periodic function of the V/s (j = r + 1, ... , N) the 
right-hand side of (2.19) can contain no zero harmonic 
and must therefore vanish. This leaves 

N oDn+1) 
L w~-- =0. 

;=.H oVj 

(2.20) 

The homogeneous equation (2.20) has two possible 
types of solutions: either L("+1) is independent of the 
V/s (j = r + 1, ... , N) or there is a solution 

(2.21) 

where the Pk's are integers satisfying the identity 

N 

L pjW~ = o. (2.22) 
j=r+l 

In nondegenerate perturbation theory we assume that 
there are no sets of integers satisfying this identity 
except for the trivial set in which all the Pk's are zero. 
We conclude then that L("+1) is independent of the 
V/s (j = r + 1, ... , N). Thus if L is independent of 
the V/s (j = r + 1, ... , N) through order En then it is 
independent of the V/s through order En+1. Since the 
transformation (2.4) is the identity transformation 
through order EO, L is independent of the V/s (j = 
r + 1, + ... , N) through order EO. It follows, there­
fore, by mathematical induction that L is independent 
of the V/s (j = r + 1, ... ,N) to all orders in 
nondegenerate perturbation theory. 

We must now investigate those brackets which 
involve combinations of the angle and nonangle 
variables. To do this we construct the (N + r) X 1 
dimensional matrix R(j) whose ith component RW is 

R!j) = {Y;, Vj}, i ¢ r + 1, .. " N, 

j = r + 1, ... ,N. (2.23) 

We also construct the (N + r) X 1 dimensional 
matrix S(j) whose ith component S1i) is 

S(j) _ OWj 
i1 - aJ!, , , 

i ¢ r + 1,"', N, 

j = r + 1,"', N. 

Proceeding as we did for L, we find that 

(2.24) 

N oR(m) • oR(m) L Wi -- = LS + diR(m) - E L ak -- • 
j~r+1 oVi k~-N oVk 

(2.25) 

The matrix R(m) must be periodic in the angle variables 
and is known to be independent of the angle variables 
through order EO. It follows, therefore, by the same 
arguments which were used on Eq. (2.17) that the 
R(m)'s are independent of the V/s (j = r + I, ... , N) 
to all orders in nondegenerate perturbation theory. 

We must now consider the remaining case of the 
brackets {Vi' Vj} (i,j = r + 1,'" ,N). Proceeding 
as before, we find that 

~ o{Y;, Vj} 
.c.. Wm 

m~r+l oVm 

= R(j)S{i) - S{J}R!il - E i a
k 

O{Y;, Vi}. (2.26) 
k=-N oVk 

Since {Vi' Vi} must be a periodic function of the angle 
variables and is known to be independent of the angle 
variables through order EO, it follows that {Vi' Vj} 
(i, j = r + 1, ... ,N) is independent of the angle 
variables Vk (k = r + 1, ... ,N) to all orders in 
nondegenerate perturbation theory. 

We have succeeded in showing that the Poisson 
brackets {Vi,Vi } (i,j = -N,';' ,N) are inde­
pendent of the angle variables Vk (k = r + 1, ... ,N). 
This proof is independent of how we choose the 
arbitrary zero harmonic in the transformation (2.4). 
Thus we are at liberty to choose the arbitrary zero 
harmonics so that Eq. (2.10) is satisfied. In other 
words, we can choose the arbitrary zero harmonics so 
that the transformation (2.4) is canonical to all orders 
in nondegenerate perturbation theory. 

Consider now the special case where the system has 
only angular degrees of freedom; in other words, 
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when the Hamiltonian (2.1) depends only on the 
J/s and the 1p/s. In this case, the K;'s are constant to 
all orders whether the transformation (2.4) is canonical 
or not. This is because the noncanonical K/s are equal 
to the canonical K;'s plus some function of the canoni­
cal K;'s alone. Since the canonical K;'s are known to be 
constant it must be that all choices of the K;'s turn out 
to be constant to all orders. We also see that, in the 
case we are discussing here, the canonical K/s and 
cp/s are just the classical action and angle variables of 
the perturbed system. The solutions of the perturbed 
problem are all multiple-periodic to all orders in 
nondegenerate perturbation theory. Thus, in this 
special case, nondegenerate perturbation theory is 
equivalent to the nondegenerate classical perturbation 
theory of Poincare. It is interesting to note that the 
perturbation theory of Poincare seeks only the 
multiple-periodic solutions while our nondegenerate 
perturbation theory imposes no such restrictions. It 
simply turns out that, in this special case, nondegen­
erate perturbation theory yields only multiple-periodic 
solutions. 

We conclude this discussion of nondegenerate 
invariants by briefly considering two other types of 
systems which commonly occur in practice. First we 
consider oscillatory systems whose Hamiltonians are 
slowly varying functions of some coordinates q and of 
the time t. We take the Hamiltonian to be of the form 

where E is a small parameter and HI is a periodic 
function of each of the 1p/s (i = 1, ... ,s). Here, as 
usual, J i is the momentum conjugate to 1pi and pj is 
the momentum conjugate toqj (j = 1~ ... ,r). 
Hamilton's equations of motion are found from 
(2.27) to be 

Ji = -E oR1 , i = 1, ... , S, 

01pi 

Pk = -E oRo - E eR" .k = 1, .. " r, 
OEqk Oqk 

. ORl qk = E --, k = 1, .. " r, 
apk 

(2.28a) 

(2.28b) 

(2.28c) 

• 0 ORI 1pi = w;(J, Eq, Et) + E -, i = 1, ... ,S, (2.28d) 
oJi 

where 
o eHo w·=-. 
• oj. • 

(2.29) 

We perform nondegenerate perturbation theory on 
Eqs. (2.28) by introducing new variables K,~, P, and 

Q such that 
aJ 

Pk = Pk + LEn D1,n)(K, ~, P, Q, et), (2.30a) 
n=l 

aJ 

q" = Q" + L EnE1,n)(K, ~, P, Q, Et), (2.30b) 
n=l 

00 

J i = Ki + LEnF1n)(K,~, P, Q, et), (2.3Oc) 
n=l 
00 

1pi = CPi + L EnG~n)(K, ~, P, Q, et). (2.30d) 
n=l 

Here the D1,n)'s, Eicn)'s, F}n)'s, and G~n)'s are required 
to be periodic functions of each of the cp;'s. One should 
note that the transformation (2.30) is time-dependent. 
The P,,'s, Q,,'s, K;'s, and cp/s are to satisfy the 
equations 

00 

Pk = 2 Ena1,n)(K, P, Q, et), (2.31a) 
n=l 

00 

Q" = 2 En b1,n)(K, P, Q, Et), (2.31b) 
n=l 

00 

Ki = L En A~n)(K, P, Q, et), (2.31c) 
n=l 

00 

1>i = w?(K, EQ, Et) + L EnB!n)(K, P, Q, et). (2.31d) 
n=l 

Equations (2.30) and (2.31) are simply an attempt 
to separate the slow secular motion from the rapidly 
fluctuating motion. We now require that the trans­
formation (2.30) be canonical to all orders.13 The 
Hamiltonian h(K,~, P, Q, Et) which is appropriate 
to the new canonical variables K,~, P, and Q must be 
a periodic function of each of the cp;'s. This fact allows 
us to prove that the canonical K;'s (i = 1, ... , s) are 
constant to all orders in nondegenerate perturbation 
theory. Since Ki is canonically conjugate to CPi' we 
must have that 

j(. = _ oh . 
• ocp. 

(2.32) 

Upon comparing Eq. (2.32) with Eq. (2.31) we find 
that 

(2.33) 

Since h(K,~, P, Q, Et) must be a periodic funetion of 
the t/J/s,we conclude from Eq. (2.33) that the A~n)'s 
must vanish to all orders. We have, therefore, proved 
that the canonical K/s are constant to all orders in 
nondegenerate perturbation theory. These invariants 
are usually called adiabatic invariants because of the 
adiabatic time dependence of the Hamiltonian (2.27) . 

13 The proof that this can be done is a logical extension of the 
proof that (2.4) can be made canonical. 
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We conclude this section by discussing the invar­
iants which arise when a nondegenerate oscillatory 
system is driven by a weak harmonic force. The 
Hamiltonian for such a system has the form 

(2.34) 

where E is a small parameter and HI is a periodic 
function of each of the "P/s (i = 1, ... ,s) and of 
wt. Hamilton's equations of motion are found from 
Eq. (2.34) to be 

j. = -E OHI , (2.35a) 
• o "Pi 

• 0 OHI 5b) "P' = w.(J) + E -, (2.3 ., oJ
i 

where 

(2.36) 

We can apply nondegenerate perturbation theory to 
Equations (2.35) by introducing new variables K and 
~ such that 

00 

Ji = Ki + 2 EnF~n)(K, ~, wt), (2.37a) 
n=1 

00 

"Pi = CPi + 2 EnG~n)(K, ~, wt), (2.37b) 
n=1 

where the Fln)'s and G~n)'s are required to be periodic 
functions of each of the 4>/s and of wt. The time 
development of the K/s and cP;'s is governed by th~ 
equations 

00 

K; = 2 EnA~n)(K), (2.38a) 
n=1 

00 

1>i = w~(K) + 2 EnB~n)(K). (2.38b) 
n=1 

We now require that the transformation (2.37) be 
canonical to all orders. Since the Hamiltonian 
h(K,~, wt) which is appropriate to the new variables 
must be a periodic function of each of the 4>/s, it is 
straightforward to show that the canonical K;'s are 
invariant to all orders. Since K; is canonically con­
jugate to CPi' we must have that 

. oh 
K·=--

, °CPi 
(2.39) 

Upon comparing Eqs. (2.39) and (2.38a) we find that 

E.!!.. = - I En A~n)(K). 
0CPi n=1 

(2.40) 

Since h(K,~, wt) is a periodic function of the cp/s, we 
conclude from Eq. (2.40) that the A~n)'s are zero to all 

orders. Thus the K;'s are constant to all orders in 
nondegenerate perturbation theory. 

3. DEGENERATE SYSTEMS 

In I we pointed out that nondegenerate perturbation 
theory will often fail because certain linear combina­
tions of the angle variables give rise to small divisors 
in the transformation (2.4). We showed that this 
problem of small divisions can be avoided by allowing 
the differential equations which describe the average 
motion to depend upon these degenerate combinations 
of the angle variables. We have called thi!\ modification 
degenerate perturbation theory. In degenerate per­
turbation theory, as in nondegenerate perturbation 
theory, the transformation to the average variables is 
determined only to within an arbitrary zero harmonic 
in the average angle variables. In nondegenerate 
perturbation theory we found that we could exploit 
this arbitrariness to prove that nondegenerate 
perturbation theory can be performed in a canonical 
fashion. Once we proved the existence of canonical 
average variables, it was then rather simple to demon­
strate the existence of nondegenerate invariants. In 
degenerate perturbation theory, however, the situation 
is not so simple. Because of the appearance of the 
angle variables in the equations for the average motion, 
it is no longer clear that the existence of an arbitrary 
zero harmonic in the transformation to the average 
variables is sufficient to guarantee that this trans­
formation can be made in a canonical fashion. We, 
therefore, have to content ourselves with somewhat 
weaker results in this section than those which were 
obtained in the previous section. Here we prove 
certain results about the Hamiltonian when it is 
written in terms of the average variables. These 
results imply the existence of degenerate invariants 
provided that the transformation to the average 
variables can be made canonical. 

We again consider systems which are described by 
Hamiltonians of the form (2.1). Hamilton's equations 
of motion are given by Eqs. (2.2), and the transforma­
tion to the average variables Pk , Qk (k = 1, ... , r), 
and Ki , 4>i (i = 1, ... , s) can be written as in Eqs. 
(2.4) where the Din)'s, Ein)'s, FJn)'s, and G~n)'s are 
required to be periodic functions of each of the cp/s. 

We now specify that our system is m-fold degenerate 
(m < s) through the m linearly-independent angular 
combinations 

()i = Pilc/>I + PiZc/>Z + ... + Pi'CP., 
i = 1,' .. ,m, (3.1) 

where the Pi/S are integers not all of which are zero. 
In particular we assume that the set of integers at;, 
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not all zero, for which 

ai1w~ + ai2w~ + ... + aiSw~ = 0, (3.2) 

is either the null set or is a subset of the Pu's. The 
equations of motion for the average variables take the 
form 

Fk = eak(P, Q, K, 8), 

Qk = ebk(P, Q, K, 8), 

Ki = eAi(P, Q, K, 8), 

~i = wiP, Q, K, 8), 

(3.3a) 

(3.3b) 

(3.3c) 

(3.3d) 

where ak , bk , Ai, and Wi' are formal infinite series in 
powers of e with the lowest-order contribution to 
Wi being the unperturbed frequency w~(K). Again let 
us point out that the 8 dependence has been included 
in Eqs. (3.3) simply to avoid the small divisors which 
would occur in nondegenerate perturbation theory 
because of the angular combinations given in (3.1). 

We now prove that the Hamiltonian (2.1), when 
expressed in terms of the average variables P, Q, K, 
and 4>, will depend upon the cfo/s only through the 
()/s defined by (3.1). To do this we replace the cfo/s 
(j= 1,"',s) by the ()/s (i= 1,"',m) and the 
ftk'S (k = m + 1, ... , s) defined by 

ftk = cfok' k = m + 1, ... , s. (3.4) 

The ()/s (i = 1, ... ,m) together with the ftk'S (k = 
m + 1, ... , s) are equivalent to the set of cfo/s. The 
Hamiltonian (2.1), when expressed in terms of the 
new variables P, Q, K, 8, !J., is denoted by h(P, Q, 
K, 8, !J.). Since the Hamiltonian is autonomous, its 
time derivative must vanish. Thus we find that 

m ~ 8 ~ 

t:l(PilWI + Pi2W2 + ... + PiSWs) O(). + j~*+1Wj all. 
• {""3 

S oh r {Oh Oh} = - ~eAi;-- - ~e a j - + bi -. (3.5) 
.=1 UKi 3=1 oP j oQ; 

Now let us suppose that h is known to be independent 
of the ft/s (j = m + 1, ... ,s) through order en. 

In other words, 
00 

h = h(n)(p, Q, K, 8) + ! emh(m\p, Q, K, 8, !J.). 
m~n+l 

(3.6) 

When we substitute Eq. (3.6) into Eq. (3.5) we observe 
that the rhs of (3.5) is independent of!J. through order 
en +1. However, the lhs of (3.5) can have an (n + l)th 
order !J. dependence coming from the term 
m ah(n+1) 
![pi1w~(K) + Pi2W~(K) + ... + Pisw~(K)] -' --
i=l a()i 

S oh(n+1) 
+ ~ w~(K) --. (3.7) 

i~m+1 oft; 

The expression given by (3.7) must be independent of 
!J.. Since h(n+1) must be a periodic function of the 
()/s and the ft/s, expression (3.7) is independent of !J. 
only if h(n+1) is independent of !J. or if there exist 
some integers bkj , not all of which are zero, such that 

m S 

~ bki[PilWf + Pi2Wg + ... + PiSW~] + ! bkiW~ = o. 
.~l j~m+l 

(3.8) 

However, Eq. (3.8) implies the existence of commen­
surabilities other than those given by Eq. (3.2). We" 
have excluded this possibility. We, therefore, conclude 
that if h(n+!) is independent of!J. through order en then 
it is independent of !J. through order en+!. Now 
h(P, Q, K, 8, !J.) is certainly independent of!J. through 
order eO. It follows by mathematical induction that 
h(P, Q, K, 8,!J.) is independent of !J. through all 
orders of degenerate perturbation theory. 

It is now quite simple to demonstrate the possible 
existence of degenerate invariants. If the transforma­
tion from the original variables p, q, J, ~ to the 
average variables P, Q, K,4> can be made canonical 
to all orders, then there are s - m linearly independent 
combinations of the K/s (i = 1, ... ,s) which are 
constant to all orders in degenerate perturbation 
theory. These invariants are the momenta conjugate to 
the ft/s defined earlier. They are constant because the 
Hamiltonian h(P, Q, K, 8,!J.) is cyclic in the ft/s 
to all orders. 

The discussions given above can be extended in a 
straightforward fashion to degenerate systems whose 
Hamiltonians contain an adiabatic time dependence 
or whose Hamiltonians contain a weak harmonic 
time dependence. In the latter case one must allow 
for forced resonance. In both these cases one is 
forced to prove rather weak results, namely that 
degenerate invariants exist provided that the trans­
formation to the average variables can be made 
canonical. 

4. THE ADIABATIC OSCILLATOR 

As a simple illustration of the techniques which we 
have been considering we now discuss an oscillator 
whose frequency is a slowly varying function of time. 
In the q - P representation, the Hamiltonian which 
describes the oscillator has the form 

(4.1) 

where 
T= ef, (4.2) 

is the slow time. The Hamiltonian (4.1) is not in the 
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standard form required for the application of per­
turbation theory. To put the Hamiltonian in standard 
form we introduce the new momentum 

(4.3) 

where the integral is performed over one period of the 
time-independent problem. In order to perform this 
integral we set 

Ho = WO(JI' T). 

We find from (4.1) that 

Upon setting 

we find that 

Thus 

p = ±(2Wo - w2q2)!. 

q = (2WoJW2)! sin 0, 

p = (2Wo)! cos O. 

JI = (2Wo/21TW) l 2

lTcOS
2 0 dO 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

= Wo/w. (4.8) 

The function So, which generates the new canonical 
momentum J1 and its conjugate coordinate "PI, is 
found from the differential equation 

oS ! p = _0 = (2J
l
w _ w2q2) . 

oq 
(4.9) 

This equation has the solution 

So = ![q(2Jl w - W2q2)! + 2J1 sin-1 (q2W/2JI)!]. 

(4.10) 
? 

The angle variable "PI conjugate to J1 is found from 
Eq. (4.10) to be 

oSo . -1 (q2w)! 
"PI = oJ

l 
= sm 2J

1
. (4.11) 

The Hamiltonian in the J1 - "PI representation is 

HI = WO(J1, T) + €oSo 
oT 

(4.12) 

where 

, dw 
w =-. 

dT 
(4.13) 

The Hamiltonian (4.12) is in the standard form 
required for application of the method of averaging. 
The equations of motion are found from (4.12) to be 

J1 = -€(w' /w)J1 cos 2"P1' (4.14a) 

1fI = weT) + €(w'/2w) sin2"P1. (4. 14b) 

According to the remarks made in Sec. 2, we should 
seek solutions of (4.14) in the form 

OC) 

J1 = K + 1 €nF(n)(K, cp, T), (4.15a) 
n=l 

OC) 

"PI = cp + 1 €nG(n)(K, cp, T), (4.15b) 
n=l 

where the F(nl's and G(n)'s are required to be periodic 
functions of cpo We further require that 

OC) 

f( = 1 €n A(n)(K, T), (4. 16a) 
n=l 

OC) 

~ = weT) + 1 EnB(n)(K, T). (4.16b) 
n=I 

These equations when substituted into (4.14) produce 
an infinite set of coupled differential equations. The 
first-order members of this set are 

A (1) + w -- = - - K cos 2cp, of(ll (W') 
ocp W 

B (I) + oG(l) (W'). 2-1.. w--= - sm 'Y. 
ocp 2w 

The solutions of Eqs. (4.17) are 

F(l) = -(w'J2w2)Ksin 2cp, 

G(1l = -(w'/4w2)cos2cp. 

(4. 17a) 

(4. 17b) 

(4.18) 

(4.19a) 

(4.19b) 

The transformation determined by (4.19) is canoni­
cal through first order. According to the results 
proved in Sec. 2, K must be constant through order €. 

This is easily seen to be true since A(l) = O. However, 
we can show that K is constant through first order in 
a more illuminating way. Let us first invert the 
transformation (4.15). We find that 

Now let us introduce the new momentum 

(4.21) 

If we set 
(4.22) 

we find that 

J 2 = w[1 _ (E:'/2w2)2]! . (4.23) 

The generating function Sl which produces the 
momentum J2 and its canonically conjugate coordi­
nate "P2 from J1 and "PI is found from the differential 
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equation 

J 
_ OSl 

1-
o "PI 

_ WI 
- w[1 + (Ew'/2w2) sin 2"P1] . 

This equation has the solution 

= tan . S J -1 {tan "PI + EW' /2W2} 
1 2 [1 _ (EW' /2W2)2]! 

The variable "P2 conjugate to J2 is 

(4.24) 

(4.25) 

(4.26) 

The Hamiltonian in the J2 - "P2 representation is 

The point to observe here is that 12 = -oH2/o"P2 is 
rigorously of order E2. Now from (4.23) and (4.12) we 
observe that 

Upon comparing (4.20) with (4.28) we see that 

(4.29) 

In other words, K defined by (4.20) is the first-order 
approximant to J2 which is rigorously constant 
through order E. 

Now let us proceed to second-order perturbation 
theory. The second-order perturbation equations are 

A(2) + W -- - - -- K sin 2e/> = 0 (4.30a) OF(2) 0 (W') 
oe/> oT 2w2 ' 

B(2) + w-- - - - cos2e/> oG(2) 0 (w') 
oe/> oT 4w2 

= -(w'/2w)(w'/2w2) cos2 2e/>. (4.30b) 

These equations have the solutions 

A(2) = 0, 

B(2) = _(W') (~), 
4w 2w2 

(4.31a) 

(4.31b) 

F(2) = _ -.L ~ (~) K cos 2e/> + ! (W')2 K, (4. 32a) 
2w dT 2w2 4 w2 

G(2) = -L ~ (~) sin 2e/> - .1 (W')2 sin 4e/>. (4.32b) 
4w dT 2w2 16 w2 

The zero harmonic of F(2) has been chosen so that the 
transformation is canonical through second order. 
The transformation (4.l5a) through second order is 

J1 = K - EC~2)K sin 2e/> 

- E2{-.L!!.. (~) K cos 2e/> - ! (W')2K } + O( ES
), 

2wdT 2w2 4 w2 

(4.33a) 

"PI = e/> - E(4~2) cos 2e/> 

2{ 1 d (W') . 2.J.. +E -- - sm 'I' 
4w dT 2w2 

1 (W')2 } - 16 w2 sin 4e/> + O(E
a
). (4.33b) 

The quantity K defined by (4.33) is constant through 
order E2. This is seen by the fact that A (1) = A (2) = O. 
We can gain some further insight into the nature of 
K by introducing the momentum 

(27 
Js = (27T)-lJo J2 d"P2· 

Upon setting H2 = W2(Ja, T) we find that 

where 

a = 1 + E2 d(w'/2w
2
)/dT , 

w[1 - (Ew'/2w2)] 

b = Ea (w'/2wa) d(w'/2w2)JdT 
[1 - (Ew'/2w2)]! 

(4.34) 

(4.35) 

(4.36a) 

(4.36b) 

The quantity J s is defined such that 13 is rigorously of 
order Ea. If we expand (4.35) and retain terms through 
second order, then we find that 

Ja = J1{ 1 + E(2~2) sin 2"P1 

+ E2[-.L ~ (W'2) COS2"P1 +!( W'2)2J} + O(E3). 
2wdT 2w 2 2w 

(4.37) 
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Now let us invert the transformation (4.33). We find 
that 

K = 11{ 1 + E(2~2) sin 2Vil 

+ E2[..L ~(W'2) cos 2 ViI +!( W'2)2J} + O(E3
). 

2w dT 2w 2 2w 
(4.38) 

In other words, K is the second-order approximant 
to the quantity 13 which is known to be rigorously 
constant through second order. 

This process can be continued by defining a se­
quence of canonical transformations such thatl4 

1 n = (27T)-lf" 1 n-l dVin-l. (4.39) 

This sequence is such that in = O(En). Furthermore, 
canonical perturbation theory carried through order 
En

- l produces the (n - l)th approximant to In. We 
see then that we have two ways of producing quan­
tities which are invariant to any desired order. One 
way is to do perturbation theory, the other is to con­
struct the sequence of In's. Both techniques become 
rather tedious at higher orders. Perturbation theory, 
however, involves much simpler integrations than 
does the construction of the In's. This is evident even 
in the simple problem which we have discussed here. 

We conclude this section by choosing an explicit 
time dependence for w( Et) and by discussing the sense 
in which the perturbation solution represents the 
exact solution. We choose W such that 

w2 = w~(1 - u) + w~u - *(172 + E2)U(1 - u), (4.40) 

where 
(4.41) 

In order that w 2 > 0 for all times we require that 

172 + E2 < (wo + WI)2. (4.42) 

The oscillator described by (4.40) is such that its 
frequency changes in a continuous fashion from an 
initial (t = - 00) constant value Wo to a final (t = 
+ 00) constant value WI. 

The differential equation with which we are con­
cerned is 

connection with the penetration of electrons through 
a potential barrier, by Epsteinl6 in connection with 
wave propagation in inhomogeneous media, and 
most recently by Backus, Lenard, and Kulsrudl7 in 
connection with the adiabatic invariance of the 
magnetic moment. It is found that the solutions of 
(4.43) are expressible in terms of the hypergeometric 
function. We choose the particular solutionIS 

x = A 1m [u iWO'£(1 - u)-iWl'"F(a; b; c; u)], (4.44) 

where A is a real constant, F(a; b; c; u) is the hyper­
geometric function, and 

a = ! + ~ 2wo - 2WI + 17 (4.45) 
2 2 E 

b = ! + ~ 2wo - 2WI - 17 
2 2 E 

1 + 
2iwo 

c= --. 
E 

This solution has the property that 

lim x = A sin wot. 
t~-oo 

(4.46) 

(4.47) 

(4.48) 

We must now examine the perturbation solution. 
We have from (4.11) that 

x = (21lw)! sin Vi. (4.49) 

Upon making use of (4.15) and (4.19) we find that 

1 = K(1 - E 2~2sin2cp) + O(E2), (4.50a) 

w' 
Vi = cP - E -2 cos 2cp + O(E2). (4.50b) 

4w 

If we substitute (4.50a) and (4.50b) into (4.49) and 
retain terms through order E, we find that the per­
turbation solution xp is given by 

Xp = e:)![Sin cp - Eu(1 - u) 

4w~ - 4w~ + 172(2u - 1) .I.J O( 2) 
X 3 cos'f' + E, 

32w 
(4.51) 

d2x where 
-2 + [w~(1 - u) + w~u - H172 + E2)U(1 - u)]x = O. 
dt 

(4.43) 

This equation has been discussed by Eckart16 in 

U The hierarchy of invariants I n generated by this process is 
mathematically equivalent to the hierarchy of invariants produced 
by Gardner (Ref. 5). However, our technique for generating the 
hierarchy is different from that used by Gardner. 

1& C. Eckart, Phys. Rev. 35, 1303 (1930). 

(4.52) 

In order to compare (4.51) with (4.44) we must 
evaluate cpo This can best be done by introducing u 

16 P. S. Epstein, proc. Nat!. Acad. Sci. 16, 627 (1930). 
17 G. Backus, A. Lenard, and R. Kulsrud, Z. Naturforsch. 15a, 

1007 (1960). 
18 By 1m we mean "imaginary part of." 
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as the independent variable. We find that tion of the hypergeometric function. 19 In our case 

cp = 1. (f ~ du + f W du ) . 
€ U 1 - u 

(4.53) F(a'b'c'u)= r(c) (lg(t)eih(t)/Edt (4.59) 
, " f(b)r(c - b) Jo ' 

The integrals involved in (4.53) are easily evaluated. 
The result is 

cp = Wo log u - WI log (1 - u) 
€ E 

1] 1 [2W~ - 2w: + trJ2 - 1]
2
U - 21]w ] -- og 

2€ 2(wo - WI - i1])(wo + WI - i1]) 

WI 1 [ (wo + WI + t1])(wo + WI - i1]) ] 
- ~ og 2wl w + 2w~ - (w~ - w~ + !1]2)(1- u) 

Wo 1 [ 4w~ ] + - og 2 2 2 ' 
€ (2 - u )wo + WI U - !1] u + 2wow 

(4.54) 

where the integration constant has been chosen such 
that 

lim cp = wot. (4.55) 
t-+-oo 

When we substitute (4.54) into (4.51) we find that 

Xv = C:t 1m {UiCOO/E(1 - u)-iWI/Eeif(U) 

X [1 _ €u(l _ u) 4w~ - 4w~ + 1]2(2u - 1) ei1f / 2]} 

32w3 , 

(4.56) 
where 

feu) = Wo log [ 4w~ ] 
€ (2 - u )w~ + w~u - !1]2U + 2wow 

WI 1 [ (wo + WI + 11])(Wo + WI - i1]) ] -- og 
€ 2w l w + 2wi - (wi- w~ + !1]2)(1- u) 

_ .:J.... log 0 1 ././ '/. 'YI [2W2 ~ 2w2 + t'YI2 - 'YI2U - 2'Y1w ] 

2€ 2(wo - WI - i1])(wo + WI - i1]) 

(4.57) 

We see immediately that (4.56) agrees with the 
exact solution (4.44) at t = - 00, provided that we 
choose K such that 

(2K)* = wtA. (4.58) 

In order to investigate the connection between (4.56) 
and (4.44) for - 00 < t ~ 00, we must examine the 
hypergeometric function. Clearly, as € -- 0, the con­
stants a, b, and c develop large imaginary parts. 
We should, therefore, seek the asymptotic expansion 
of the hypergeometric function with large constants. 
In order to do this we employ the integral representa-

where 

and 

get) = [t(l - t)(l - tu)]-*, 

h(t) = log [tP(l - tY-P(l - tu)'"], 

IX = Wo - WI + i1], 

f3 = Wo - WI - i1], 

y = 2wo· 

If h(t) is such that 

dh = ~ _ y - fJ + ~ 
dt t 1 - t 1 - tu 

(4.60) 

(4.61) 

(4.62a) 

(4. 62b) 

(4.62c) 

(4.63) 

is zero at some point 0 < 7' < I, then we can employ 
the method of stationary phase to evaluate the integral 
in (4.59) as € -- 0.20 Clearly when f3 > 0, (0 ~ u ~ I), 
there is a stationary point in the interval of integration. 
The case when fJ < 0 can be approached by the method 
of steepest descents. However, except for some rather 
special values of Wo and WI' the contours involved are 
rather complex. Therefore, we restrict our discussion 
to the case fJ > O. This case encompasses an infinite 
number of oscillatory systems and is certainly adequate 
for a discussion of the connection between the per­
turbation solution and the exact solution. 

The stationary point is readily found from (4.63) to 
be 

2wo -1]U - 2w 
1'= 

2(wo + WI - t1])u 
(4.64) 

In general, the primary contribution to an integral 
like (4.59) comes from the end points and from the 
stationary point. In our case the end points do not 
contribute. We have, therefore, only to consider the 
contribution from the stationary point. If we intro­
duce a new variable w such that 

w2 = h('T) - h(t), 

then the integral in (4.59) becomes 

where 

<I> = Ialg(t)eih(t)/E dt 

= eih(T)/EJ
W

2 g(t(w»e-iw2
/ E !!!. dw, 

WI dw 

WI = -(h('T) - h(O»*, 

W2 = (h('T) - h(I»!. 

(4.65) 

(4.66) 

(4.67a) 

(4.67b) 
19 See P. M. Morse and H. Feshbach, Methods of Theoretical 

PhYSics (McGraw-Hill Book Co., Inc., New York, 1953), p. 591, 
Eq. (5.3.16). 

20 For a discussion of the method of stationary phase, see E. T. 
Copson, Asymptotic Expansions (Cambridge University Press, 
London, England, 1965). See also A. Erdelyi, Asymptotic Expansions 
(Dover Publications, Inc., New York, 1956). 
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By the usual methods21 we can invert (4.65) to express 
t as a power series in w. The result is 

t = T + OoW + 01Wl + ozw + .. " (4.68) 
where 

Upon making use of (4.64) we are able, after some 
rather tedious algebra, to make the following identi­
fications: 

(4.74) 

ao = [2/-h"(T)]1, (4.69a) T(1 - T) 

al = 0, (4. 69b) 1 - TU 
(Wo + WI + ifJ)(Wo - w1 - i17) (4.75) 

{ 
5 [h(3)(T)]Z 1 h(4)(T)} 

az = ao 36 [-h"(T)t + 12 (h"(TW . 
(4.69c) 

We now substitute (4.68) into (4.66) and extend the 
limits of integration from - 00 to + 00, since the con­
tribution to the integral comes only from the neighbor­
hood of the stationary point. The result is 

<I> = (l7E)lg(T)ao exp ie~T) -~) 

X 1 - - - + - -- ao exp - + O(E) . { 
E[3az 1 g"(T) 2J il7 2 } 
2 00 2 g(T) 2 

(4.70) 

We must now examine the coefficient of <I> in (4.59). 
Using the asymptotic expansion of r(z) for larKe 
Izl, we find thatla 

r(c) 

r(b)r(c - b) 

= (1..)1[1 _ iE (! + 1.. + 1 ) + 0(E2)J 
217E 12 Y 2f3 2(y - (3) 

X exp [iliog (-Y ) - i~log (_f3 ) + i~J. 
E y-f3 E y-f3 4 

(4.71) 

If we now substitute (4.70) and (4.71) into (4.59) and 
retain terms through order E, we find that 

F(a; b; c; u) = wtg(T)ao[1 - EBeill
/
2 + 0(E2)] exp i 

B = _ 12w~ - 4w~ - 4Wl17 - 17z 

24wo( 4w~ - 4w~ - 4w117 - 172) 

E 

+ 1.[3a2 + 1. g"(T) a~J. (4.73) 
2 ao 2 geT) 

11 See Ref. 19, pp. 411/f. 
•• See Ref. 19, p. 443. 

= (2 - U )w~ + w~u - ttJ2u + 2wow ' 

T 

(1 - T)(1 - TU) 

(wo - W1 - i17)(wo + WI - ifJ) (4.76) 
= 2w1w + 2w~ - (w~ - w~ + 1172)(1 - u)' 

T(1 - m) 

1-T 

Upon substituting this information into (4.72) we find 
that the asymptotic expansion of the exact solution is 

x = A(wo/w)l 1m {Ui{l)O'£(1 _ u)-i{l)l/£eif(U) 

[1 (1 ) 
4w~ - 4w~ + 172(2u - 1) 

x -EU-U 
32w3 

X eill
/
2 + 0(e2)J}, (4.79) 

where f(u) is given by (4.57). The constant A is related 
to K by (4.58). We see then that (4.79) is identical, 
through first order, with the perturbation solution. 
Perturbation theory is simply constructing the asymp­
totic expansion of the exact solution. Perhaps the 
most interesting aspect of this example is that the 
perturbation solution is asymptotic to the exact 
solution for all times. This is a much stronger result 
than is obtained from the usual theorems of asymp­
totic convergence. These theorems generally conclude 
that the perturbation solution is asymptotic to the 
exact solution for times of order liE. Our discussion 
of the adiabatic oscillator indicates that there are 
classes of differential equations for which the general 
theorems of asymptotic convergence can be improved. 

We conclude our discussion with a few remarks 
about the final state of the oscillator. The exact 
solution of the final state is 

(4.80) 
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By using the analytic continuation of F(a; b; c; u) 
through the singular point at u = 1, we can write 
(4.80) in the form23 

A I {
r(c)r(c - a - b) iCOlt 

X = m e 
r(c - a)r(c - b) 

r(c)r(a + b - c) e-ico1t}. (4.81) 
+ r(a)r(b) 

If we now examine this expression, we find that per­
turbation theory is giving us only the contribution 
from the first term in (4.81). The reason why we do 
not get a contribution from the second term is easily 
found by examining the magnitude of this term. 
Using the relations 

r(z)r( -z) = -1T/Z sin (1TZ), 

ret + z)r(t - z) = 1T/COS (1TZ), 

it is straightforward to show that 

\ 

r(c)r(a + b - c) \2 = Wo 

r(a)r(b) WI 

(4.82) 

If we now consider the limit of (4.82) as E ---+- 0, we 
find that 

lim 1 r(c)r(a + b - c) 12 = Wo e-41tC01/'. (4.83) 
' .... 0 r(a)r(b) WI 

This expression vanislies faster than any power of E. 

Perturbation theory, which orders things in powers of 

13 See Ref. 19, p. 546, Eq. (5.2.49). 

E, would never construct such a function. We have 
here a typical example of how perturbation theory 
can construct quantities which are invariant to all 
orders in E and yet are not rigorous constants of the 
motion. 

5. CONCLUSION 

We have discussed the application of the method of 
averaging as developed in I to nearly multiple-periodic 
Hamiltonian systems. In the case of nondegenerate 
systems we have demonstrated the existence of a 
quantity which is invariant to all orders in perturba­
tion theory for each angular degree of freedom. 
These invariants resulted directly from the fact that 
nondegenerate perturbation theory can be made 
canonical to all orders. In the case where the system 
has an m-fold degeneracy we have shown that the 
Hamiltonian, when expressed in terms of the average 
variables, depends on the angle variables only through 
their m degenerate combinations. Thus if there are s 
angular degrees of freedom, then there will be s - m 
invariants to all orders provided that degenerate 
perturbation theory can be made canonical to all 
orders. However, the question of when degenerate 
perturbation theory can be made canonical is left 
unanswered. 

The techniques which were developed were applied 
to the simple problem of a harmonic oscillator whose 
frequency varies slowly with time. It was shown that 
the perturbation theory, when applied to a special 
time-dependent oscillator, produced a solution which 
was asymptotic to the exact solution for all time. 
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lsoperimetric Solutions Related to the Thermodynamics of Plasmas 
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(Received 22 July 1968) 

More solutions of isoperimetric problems are obtained which lead to several extensions and refine­
ments of previous results in the thermodynamics of plasmas: (1) Energy requirement for density fluctua­
tions in a relativistic plasma is determined. At the typical relativistic temperature of kT =' mc' it becomes 
~nkT(/LS1iI/n)' as compared with the previous nonrelativistic value of ~tnkT(/LS1iI/n)·. (2) An optimum 
expression for the free energy in a plasma is derived in terms offamiliar thermodynamic variables. (3) For 
a collisional plasma, the energy requirement again assumes the same general form and is equal to 
tnkT(/LS1iI/n)' . 

INTRODUCTION 

The thermodynamic approach to plasma physics1- s 

makes use of the constraints inherent in the equation 
of motion for a plasma. The existence of constraints 
imposes bounds on important quantities of physical 
interest. Information of this kind can be useful in 
plasma research, particularly in the area of thermo­
nuclear work. We do not consider the physical aspects 
of the theory here as this has already been done in 
previous papers on the subject. This note only reports 
on some mathematical solutions which lead to 
several extensions or refinements of earlier results. 
We are dealing with the following problems. First, 
it was previously shown that a plasma obeying the 
nonrelativistic Vlasov equation requires a certain 
minimum amount of energy associated with its 
nonlinear density fluctuations. If Liouville's theorem 
on the conservation of phase space is used as the 
constraint, this lower bound on the energy is found 
to be r-..I!nkT(I~nl/n)2. The question then arises: 
For very-high-temperature plasmas (kT ~ mc2) how 
would this expression modify in accordance with its 
relativistic nature? We surmised that the quadratic 
dependence on I~nl would be retained, but the numeri­
cal factor may be changed. As it turns out, ~E ~ 
nkT(I~nl/n)2 for kT = mc2 with a numerical factor 
about twice that of the nonrelativistic case. Second, 
for a plasma which obeys the H-theorem, we seek 
the optimum bound on its free energy. The expres­
sion we found is in terms of the initial entropy, 

* Present address: Physics Department, Georgetown University, 
Washington, D.C. 

1 T. K. Fowler, J. Math. Phys. 4, 559 (1963). 
• T. K. Fowler, Phys. Fluids 8, 459 (1965). 
3 R. L. W. Chen, J. Math. Phys. 8,2410 (1967). 
, R. L. W. Chen, Phys. Fluids 9, 761 (1966). 
• C. S. Gardner, Phys. Fluids 6, 839 (1963). 
6 T. K. Fowler and G. E. Guest, Plasma Physics and Controlled 

Nuclear Fusion Research, Vol. 1 (International Atomic Energy 
Agency, Vienna, 1966). 
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energy, volume, and the number of particles of the 
plasma: 

Eo - (3m/47T)Nl-V-i exp [(2So/3kn) - 1]. 

It in fact corresponds to the minimum value of the 
plasma Lyapunov function of Fowler. Third, similar 
to the first problem, we consider the modification of 
the energy expression when particle collisions are 
taken into account. We again obtain the quadratic 
dependence on I~nl, which confirms our ex,pectation 
that this is a general feature of the plasma, not at all 
a peculiarity connected with the nonrelativistic 
collisionless plasma treated previously.3 The actual 
expression we found is tnkT(I~nl/n)2. 

1. RELATIVISTIC PLASMA7 

For a plasma which obeys the relativistic Vlasov 
equation,S its motion in the r, u space is measure­
preserving, just as the motion of nonrelativistic plasma 
in r, v space, u being the relativistic velocity u == 
yv == [1 - (V2/C2)]-tv. The isoperimetric problem to 
be solved is as follows: 

Let f(r, u) be a nonnegative function of rand u 
which physically stands for the particle distribution. 
Determine f which minimizes the kinetic energy S, 

S == II mc
2(y - l)f(r, u) d8r d8u, 

L3 

under the constraints 

ct>(cx) = const, 

I~nl = const. 

(1.1) 

(1.2) 

Where ct>(0() is defined as the measure of the point set 

7 This section is based on the Master's thesis of T. H. Neighbors 
at Emory University. 

8 P. C. Clemmow and A. J. Wilson, Proc. Cambridge Phil. Soc. 
53, 222 (1957). 
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in the r, u phase space {r, u:j(r, u) > ex}. An is the 
deviation of the number density 

n = f fer, u) d3u 

from its mean. L3 is the volume in r space, to which the 
r integration is confined. Similar to the nonrelativistic 
problem, <I>(ex) is set equal to that of a Maxwellian. 
The relativistic Maxwellian is9 

where m, k, T are, respectively, particle mass, Boltz­
mann constant, and temperature, and Ks is the 
modified Bessel function. The corresponding <1>, to 
be designated as <1>0' is found to be 

The expression (kT/mcS) is henceforth denoted by fJ. 
If one divides L3 into two regions I and II, wherein 
An is negative and nonnegative, respectively-the 
ratio of the volumes of .I and II being fixed at the 
constant value w-then, it was shown in the non­
relativistic case, the minimizingf(r, v) must be of the 
form of two monotone functions of v. This remains 
true in the relativistic case. We thus restrict ourselves 
to considering fer, u) of the form fl(U) and fs(u) in 
regions I and II, respectively. Under the circumstan­
ces, l; becomes dependent on a function of only one 
variable, 4>(ex) where 4>(ex) is defined as 4>0 (== <l>oL-S) 
minus the measure in u space of the point set 
{U:fl(U) > ex}. With suitable choice of variables x 
andy, 

x == fJ In ( nm ) , 
47TCkT Ks(fJ)ex 

y == -3Ks(fJ) Coo 4>'ex
2 

eZI{l dZ, 
Jo n 

the kinetic energy per unit volume E == l;L-s becomes 

E = F(x, y, y ) dx, nkTfJS f ' 
(1 + w)Ks 

and the second constraint in (1.2) becomes 

_1_ fG(X, y') dx = b, 
fJKs 

(1.3) 

(1.4) 

where 

F == W(UI - 1)[e-<lOl{lx(xS - 1)1 - lY'e-ool{l] 

+ (us - 1)[e-ool{lx(xS - 1)1 + lwy' e-ool{l], 

G == lY' e-ool{l. 

The mathematical problem is to minimize (1.3) under 
the constraint (1.4). y(x) is the unknown function to 
be determined. The solution must satisfy certain 
conditions in order to be acceptable. 4>o(ex) - 4>(ex) 
must be monotonically increasing with respect to ex in 
accordance with its definition. 4>'(ex) is, therefore, 
bounded. The appropriate solution can be found, 
based on a theorem due to Weierstrass10 : 

Theorem: If the minimizing curve has a segment in 
common with the boundary R, then along this seg­
ment the following condition must be satisfied: 

d 
3'1/ - - 3'1/' ~ 0, if R lies above the segment, 

dx 

d 
3'1/ - - 3'", ~ 0, if R lies below the segment, 

dx 

subject to the requirement that the Weierstrass E 
function must be equal to zero at the end points of the 
segment. The Weierstrass E function is defined as 

3'(x, y, y') - 3'(x, y, p) - (y' - p) ~: (x, y, p). 

3' is the integrand of the functional being considered, 
which is F = 2G in the present case. Our solution 
consists of two segments. The first one with x between 
1 and Xo , Xo > 1, lies in common with the boundary, 
i.e., 4>(ex) = 4>o(ex) or 

y = (Xl - l)i. (l.5a) 

The second segment with x between Xo and 00 is 
found by solving the Euler equation: 

1. (F + 2G) - i!.[.E...- (F + 2G)] = 0. 
oy dx oy' 

We obtain 
w(Ua - uJ = -2. (l.5b) 

Xo is related to 2 as 

x. = [2-1(AI_- 2A) + 1]l. 

It can be readily verified that (1.Sa) satisfies the Weier­
strass conditions and (1.5b) possesses zero first variation 

• 1. L. Synge, The Relativistic Gas (North-HolIand PUblishing Ie O. Bolza, Lecturelf Oil the Calculus of Variations (G. E. Stechert 
Co., Amsterdam, 1957). and Co., New York, 1946), pp. 41-43. 
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TABLE 1. Numerical values of b 
and the corresponding values of 
M/nkTcomputedelectronically. 

b !:1E/nkT 

0 0 
0.099 0.012 
0.239 0.062 
0.3447 0.118 
0.5070 0.257 
0.6810 0.496 
0.7976 0.741 
0.9019 1.057 

and positive second variation. When this solution is 
substituted in (1.3) and (1.4), we obtain two quadra­
tures which relate E and b to the value of A. For the 
case of w = 1 we have 

E = nkTfJ2 f~o[I + 2t(X2 -1)t _ I]e-~!Jlx(x2 -1)t dx 
K 2(fJ) Jl 

and 

+ nkTfJ2 fOO ([(1 + 'Yl)t _ 1] 
6K2(fJ) J"o 

+ [(1 + 1l)t + A - 1]{[(1 + rl)t + ;"12 
- I}l 

x [(1 + 'Yhl + Al(l + rlr1'YJ-*>e-x1fJ d'YJ 

X == [2-f({[(1 + 'YJ,>1 + Al2 - I}! + 'YJ)t + 1]1, 

where 

'YJ == (x2 
- I)! + y, 

'YJo == 2(x: - l)t, 

We have chosen to evaluate E and b numerically at a 
typical relativistic temperature kT = mc2 or fJ = 1. 
Samples of these values are given in Table I, which 
are taken from a more extensive set of data of elec­
tronic calculations. From this we obtain, to a good 
approximation, the following expression (in the same 
manner as in Ref. 3): 

~E ~ nkT(I~llnya, for kT = mel!. (1.7) 

This may be compared to the nonrelativistic case of2 

2. FREE ENERGY 

We seek the minimum E under the constraints 
N = const and S = const, where 

E == f H-mv2 + ?T(r)]f dar aav, 

S == -k f flnf aar d3v, 

(2.1) 

(2.2a) 

N == f f d3r d3v, (2.2b) 

where/==/(r, v) is the function to be varied and 17'(r) 
denotes the potential of an external conservative force 
field (if present). By standard methods of Lagrange 
multipliers we obtain 

(2.3) 

where 'JI and p, are both positive constants, and 
E == Imv2 + 17'(r). The values of 'JI and p, are related 
to Sand N. For most situations of physical interest, 
17' is negligible, and it is possible to manipulate the 
interdependence between S, N, 'JI, p"and E so that E 
becomes expressible in terms of Sand N. We obtain 

Emin(S, N) = 3m N'iV-t exp (2S - 1), (2.4) 
417' 3kN 

where V is the volume to which the plasma is confined. 
Emin in (2.4) increases with S. Hence, for a plasma 
which obeys the H-theorem we have 

St> So, 

Et > Emin(St, N) > Emin(So, N), 

where the subscript 0 and t indicate the initial time 
and any later time, respectively. The free energy 
available for driving instabilities is therefore 

E 3m NtV-t ( 2So 1) 0-- exp --
417' 3kN' 

(2.5) 

where Eo and So are completely determined by the 
initial distribution Io(r , v). 

With a nonzero 17'(r) the monotonic-increasing 
character of Emin can also be established. Sub­
stituting (2.3) in (2.1) and (2.2), and taking the partial 
derivative (OS/OP,)N, keeping N fixed, we get 

( OS) = -kP,fE2'J1e-p.( d3r d3v = kp,(OEmin) . 
op, N op, 'N 

It follows that 

(
OEmin) = 1.. > 0, 

oS 'N kp, 

which proves the point. Thus, the free energy as 
Eo - Emin(So, N) is generally valid, although the ex­
plicit expression for Emin may not be obtainable. 
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The bound is the closest one possible if the H­
theorem and the conservation of particles are assumed 
to be the only constraints. It can be shown to be 
equivalent to the minimized value of the plasma 
Lyapunov function of Fowler,1.2 attainable by the 
most judicious choice of parameters T and C. 

3. tlE OF COLLISIONAL PLASMA 

In calculating the additional energy associated with 
density fluctuations in a collisional plasma, we have 
the following problem which is analogous to that in 
Section 1. 

Determinef(r, v) which minimizes ti: 

ti == II tmv~f(r, v) d3r d3v (3.1) 

L8 

under the constraints 

N = const, 

S = const, 

I~nl = const. 

(3.2) 

We note that for a collisional plasma S actually 
increases rather than remaining constant. But this 
makes no difference insofar as finding the lower bound 
on ~E is concerned. 

Consider again the two regions as in Sec. 1. Let 
N 1 , N 2 , SI' S2 be the respective Nand S in region I 
and region II, respectively. S1' for example, is defined 
as 

- k II flnf d
3
r d

3
v, 

rEI 

with r confined to I and v over all v space. The mini­
mum ti for given N l , N2, SI' S2' and w, in accordance 
with the result of (2.4), is 

ti = 3m[N;(_W_ IJ)-fexp (2S1 - 1) 
47T 1 + W 3kNI 

+ Nt(_1_ IJ)-fex (2S2 _ 1). (3.3) 
2 1 + W p 3AN2 

We then minimize (3.3) further by varying N1 , Nz, 
SI' S2' and w subject to the conditions of (3.2). These 
conditions, in terms of N l , N2, S1' S2' and w, now 
become 

S1 + S2 = S = const, 

Nl + N2 = N = const, 

L-
a

[ ( N 1 - 1 : W N) - (N 2 - 1 ~ w N) ] 

= I~nl = con st. 

The problem is now reduced to minimizing a function 
of several variables under some constraints and can be 
solved in a comparatively straightforward manner. 
After a fair amount of manipulation, we obtain a 
series expansion of the minimized E (== tiL -3): 

- - n exp - - 1 . 1 + - - +... , 3 m t ( 2S ) [ 1 (l~nl)2 ] 
4 7T 3kn 3 n 

where s = SL-3 is the entropy density.3 The linear 
term in the bracket is zero and, as shown by exact 
numerical work, the higher terms contribute no more 
than a few percent. The expression preceding the 
bracket is, in fact, the kinetic energy density of a uni­
form Maxwellian gas, and can be expressed in terms 
of its temperature as i,nkT. The requirement for 
additional energy beyond that of the uniform state is, 
therefore, 

~E "-' tnkT(\~nl/n)z. 

We again note that the collisionless case has 

~E "-' lnkT(I~nl/n)2. 

We conclude that nkT(I~nl/n)2 dependence is a ubiq­
uitous feature of ~E in all kinds of plasma. There are 
some differences, however, in the value of the numeri­
cal factor. 
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The dimer problem can be solved if one can evaluate the permanent of P = (Pu), the incidence matrix 
of the lattice. All known methods of solving the two-dimensional case consist (explicitly or implicitly) 
in finding another matrix Q = (qii), such that Pii = Iqiil and per P = Idet QI, and then computing 
the determinant of Q. We show that in the three-dimensional case no such matrix Q exists for any choice 
of elements qil, whether real or complex numbers, or quaternions. A stronger negative result of an 
asymptotic character seems to be true, but this rests upon a plausible but unproved conjecture. 

INTRODUCTION AND STATEMENT OF 
RESULTS 

Let a, b, c be positive integers with N = abc even, 
and define the lattice L to be the set of N points in 
three-dimensional Euclidean space with integer co­
ordinates (x,y, z) such that 1 :::;; x :::;; a, 1 :::;; Y :::;; b, 
1 :::;; z :::;; c. A dimer is a pair of points of L which are 
unit distance apart; and a dimer configuration is a 
partitioning of L into tN disjoint dimers. Let/denote 
the number of dimer configurations on L. It can be 
proved1 that N-1log/tends to a limit (denoted by A) 
as a -- 00, b -- 00, c -- 00 independently. (For 
brevity, we hereafter write N -- 00 to signify a, b, 
c -- 00.) The dimer problem is to determine / as a 
function of a, b, c and hence (or otherwise) to calcu­
late A. 

Number the points of L from 1 to N in a fixed 
arbitrary way, and write Pu = 1 or 0, according as the 
ith and jth points of, L are or are not unit distance 
apart. The N x N matrix P = (Pi;) is called the 
incidence matrix of L; and it can be shown2 that 
/2 = per P, the permanent of P. Thus a solution of 
the dimer problem is equivalent to an evaluation of 
this permanent. Unlike determinants, to which they 
bear a superficial algebraic resemblance, permanents 
do not enjoy any practicable algorithms for their 
evaluation when N is large. However, most of the 
elements of P are zero, and this has suggested the 
possibility of finding another matrix Q, such that 

PiJ = IqiJl and per P = Idet QI, (1) 

and so calculating/via det Q. Here the qiJ are real or 
complex numbers or quaternions; and, if q is a real 
or complex number, Iql denotes its modulus in the 

* This investigation was partially supported by research grant 
No. GM 10525-05 from the National Institutes of Health, Public 
Health Service. 

1 J. M. Hammersley, "Existence Theorems and Monte Carlo 
Methods for the Monomer-Dimer Problem" in Research Papers in 
Statistics: Festschrift for J. Neyman (John Wiley & Sons, Inc., New 
York, 1966), pp. 125-146. 

• J. M. Hammersley, Proc. Cambridge Phil. Soc. 64, 455 (1968). 

ordinary sense; while, if q is a quaternion, its modulus 
Iql is the positive square root of its norm. (The possi­
bility of using quaternions in this context has not, so 
far as we know, been mentioned in the literature, but 
from private conversations we know that this idea has 
occurred independently to several colleagues; for, 
indeed, there are anticommuting features in the dimer 
problem which lend appeal to use of quaternions as 
a tool.) We discuss below two methods of defining the 
determinant of a matrix of quaternions. 

In the two-dimensional case (Le., when a = 1 and 
only b -- 00 and c -->- 00) all known methods of solving 
the dimer problem depend, explicitly or implicitly, on 
finding a solution of (1), and a variety of such real 
and complex solutions are known. Here we prove that 
no solutions exist in the three-dimensional case: 
specifically, we show that, when a ~ 2, b ~ 4, and 
c ~ 4, then 

Pi; = Iqiil=>perP > IdetQI, (2) 

for any choice of real or complex or quaternion Q. 
This does not, however, completely dispose of (1) as 
a device for computing A; for, despite (2), it might 
still be true that 

lim sup tN-l log Idet QI = lim tN-l log per P = A, 
~~ ~~ rn 

whenpii = IqiJl. We believe that (3) is actually false; 
but the best we can do in this direction is to deduce the 
falsity of (3) from the following plausible but unproved 
conjecture. Define a block of L to be a set of 32 points 
of L whose coordinates (x,y, z) satisfy ~ :::;; x < ~ + 
2, 'f} :::;; y < 'f} + 4, ~ :::;; z < ~ + 4 for some integers 
~, 'f}, ~. Thus L contains (a - 1)(b - 3)(c - 3) 
different blocks when a ~ 2, b ~ 4, c ~ 4. Given a 
dimer configuration on L, we say that a particular 
block is smooth if there is no dimer of the configuration 
with one of its points in this block and the other point 
not in the block. A dimer configuration is called 
rough if no block of L is smooth. Let g denote the 
number of rough configurations on L. We conjecture 
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that 
lim inf N-1 log g < A.. (4) 

N-+<r; 

However, we do not give here the proof that (3) is 
false if (4) is true. 

DETERMINANTS OF QUATERNION MATRICES 

The literature contains two slightly different defi­
·nitions of the determinant of a matrix Q with 
quaternion elements. They are due to Moore3 and 
Dieudonne,4 and we denote them by detM Q and 
detD Q, respectively. We recall that a quaternion can 
be written q = oc + {3i + yj + {)k, where oc, {3, y, () 
are real numbers and i, j, k are indeterminates satis­
fying i 2 = j2 = k 2 = ijk = -1; that the conjugate of 
q is ij = oc - {3i - yj - ()k; that the norm of q is 
N(q) = qij = ijq = oc2 + {32 + y2 + ()2; and we write 
Iql for the modulus of q, i.e., the positive square 
root of N(q). Then Iqlq21 = Iq2q11 = Iq111q21 for any 
quaternions ql' q2' We write Q* for the transposed 
conjugate of a quaternion matrix Q; we call Q 
Hermitian if Q = Q*, i.e., if qi; = ij;i' All matrices 
mentioned below are square matrices with quaternion 
elements, unless the contrary is explicitly stated. 

Dieudonne's paper deals with a slightly more general 
case than we need. Reduced to the quaternion case in 
hand, and stripped of its abstract terminology, it 
boils down to the following. If Q is a diagonal 
matrix, detD Q is defined to be Iql, where q is the 
product of the diagonal elements of Q. For general 
Q, the value of detD Q is (by definition) unchanged 
if, to any row of Q we add a constant multiple of any 
other row, it being understood that the constant 
multiplier (which is a quaternion) acts as a left-hand 
multiplier of the row. Similarly the value is unchanged 
for similar operations on columns, the constant 
multiplier now being a right-hand multiplier of the 
column. The value of detD Q also is unchanged by 
any permutation of rows or of columns of Q. As with 
ordinary determinants, these row and column 
operations let us reduce a general Q to diagonal form, 
and so to determine the value of detD Q. Dieudonne 
shows that the foregoing requirements are self­
consistent and uniquely determine detD Q, and that 
detD (Q1Q2) = detD Q1 detD Q2 for any two matrices 
Q1' Q2' 

Moore's definition applies only to the case when Q 
is Hermitian. Suppose Q has N rows and N columns, 
and write Z for the set {I, 2, ... , N}. Let z be some 
given nonempty subset of Z, and suppose that z has 

• E. H. Moore, General Analysis, Part I (Memoirs series, Vol. 1, 
The American Philosophical Society, Philadelphia, Pa., 1935). 

, J. Dieudonne, Bull. Soc. Math. de France 71, 27 (1943). 

8 elements. Define 

q(z, i1) = I (_l).-1qilizqilia ... qt,-li,qi,il' (5) 

where il is a selected element of z, and the sum in (5) 
is taken over all permutations of the remaining 
unselected elements i2 , i3 , ••• , i. of z. Thus there are 
(8 - I)! summands in (5). The Hermitian character 
of Q ensures, as Moore proves, that q(z, i1) is a real 
number (i.e., a quaternion with (3 = y = () = 0) and 
that q(z, i1) is independent of the choice of i1 in z. We 
may thus write q(z) in place of q(z, i1) and regard the 
sum in (5) as being taken over the (8 - I)! different 
cycles which can be formed from the elements of z. 
Next, let T be a partition of Z into disjoint nonempty 
subsets zi, zf, ... , z; (whose union is Z, of course); 
and define 

detM Q = I q(zf)q(zi)· .. q(z?'>. (6) 
T 

where the sum in (6) is over all possible distinct 
partitions of Z. [As is usual in a partition, the order of 
the parts and the order of the elements in each part is 
immaterial; but the order of the parts does not affect 
the definition (6), because the q(ZT) are all real and 
therefore commute; and the order of the elements in 
each part does not affect the definition (5), because 
q(z, i1) is independent of the selection i1 and the 
summation in (5) is over all (8 - I)! permutations of 
the remaining unselected elements.] 

Moore also proves that, if Qo is an arbitrary 
quaternion matrix and if Q is Hermitian, then 
QoQ~ and QoQQ~ are both Hermitian and 

In particular, if we take the diagonal elements of Qo to 
be all 1, and all the nondiagonal elements, except just 
one of them, to be zero, then it is easy to verify from 
(5) that detM (QoQ~) = 1. However, by choosing a 
succession of such Qo's to premultiply and postmulti­
ply Q in the fashion of QoQQ~ we can reduce Q 
to diagonal form, just as with ordinary Hermitian 
transformations.s Since clearly detD Qo = detD Q~ = 
1, we can prove in this way that 

(7) 

for any Hermitian matrix Q. It follows that the nota­
tion Idet QI may be used without ambiguity for either 
IdetD QI or IdetM QI when Q is Hermitian. (It is easy 
to see from simple examples that detD Q = detM Q 
is not always true for Hermitian matrices Q.) 

5 H. W. Turnbull and A. C. Aitken, An Introduction to the Theory 
o/Canonical Matrices (Blackie & Son Ltd., Glasgow, 1932), p. 85. 
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PROOF OF EQUATION (2) 

We assume throughout that a ~ 2, b ~ 4, c ~ 4, 
and show that 

PH = Iqijl and per P ~ Idet QI (8) 

leads to a contradiction. The case when the qii are 
real or complex numbers is a particular case of 
quaternions qii with y = ~ = 0 for all elements, since 
then the modulus of the ordinary determinant of Q 
coincides with detD Q, as the above definition of the 
latter shows. Hence we may suppose that Q is a qua­
ternion matrix satisfying (8). Color the points of L 
black and white after the fashion of a chessboard, 
i.e., all points of L at unit distance from a white point 
shall be black and vice versa. We say that the ith row 
of Q is black or white according as the ith point of L 
is black or white. Let T be the permutation of rows of 
Q which places all the black rows before all the white 
rows, while leaving the relative order of the black 
rows among themselves unchanged and similarly 
preserving the relative order of the white rows. Apply 
this permutation to the rows of Q and the same 
permutation to the columns of Q. S;nce each dimer 
contains one black and one white pvint wherever it 
may be on L, Q is transformed to the form 

where Ql and Q2 are iN X iN quaternion matrices. 
Then from (8) we have 

f2 = per P ~ Idet QI = detD Q 

= detD Q' = detD Ql detD Q2. 

(9) 

Hence there exists Qo, equal to one or another of Ql 
or Q2' such thatf ~ detD Qo· But detD Qo = det Q* 
from the definitions. Hence, D 0 

per P = P ~ detD Qo detD Q: = detD (~: ~o) 
= detD Q" = IdetD Q"I, (10) 

~here Q" is th~ matrix obtained by applying the 
Inverse permutatIOn T-l to both the rows and columns 
of (go. ~o). We have Pi} = Iq;i I; and Q" is Hermitian. 
Thus if any solution Q of (8) exists, there is at least one 
Hermitian solution of (8). Hereafter we suppose that 
Q is such a H~rmitian solution of (8); and accordingly 
we may now Interpret det Q as det M Q. 

Let Pl , P2 , ••• 'PN denote the points of L in the 
fixed enumeration used for specifying the incidence 
matrix P. We define an (oriented) polygon on L as a 

cyclic sequence of distinct points of L, say (PilPja ... 
P j ). We further say that a polygon is a nonzero 
polygon if its sides Pi Pi , Pj Pi , ... ,Pi Pi' p. Pi 

1 I I 3 8-1, '. 1 

are all of unit length. The cubic character of L guaran-
tees that a nonzero polygon must have an even number 
of sides. We include two-sided polygons (i.e., ones 
with only a pair of sides PitPia ' PiaPil) in our discus­
sion; indeed, nonzero two-sided polygons play an 
important role, and we call them degenerate polygons. 

Let 7T be any permutation of Z = {I, 2, ... , N}. 
This permutation can be written, in the usual way, as 
a product of disjoint cycles (J"~ (1; ••• (1; (including 
I-cycles if they occur). This product is unique apart 
from the order of its terms. A cycle in the product, 
say (1 = (jd2 ... j.), corresponds naturally to a 
polygon (P j Pia· .. Pi); hence, there is a one-to-one 

I B 

correspondence between a permutation 7T and a 
partition of L into disjoint oriented polygons. How­
ever, each permutation 7T is in one-to-one correspond­
ence with a product in the expansion of per P = 
I:.."Pl,,(l)P2,r(2) ••• PN,,(N) . Moreover, the nonzero prod­
ucts in this expansion correspond to the partitions of 
L into polygons which are all nonzero polygons. 

Again, in any cycle (J" = (jd2· .. j.) we can select 
a particular element il , say the numerically smallest 
element in (1, and then write (1 = (il i2 • •• is), where 
ili2 ... is is obtained from jlj2 ... js by cyclic permu­
tation. Thus a cycle corresponds to a product in the 
sum (5); and a permutation 7T = (11f(11f ••• (11f corre-

1 2 t 
sponds to a term (a product of N quaternions) in the 
sum obtained by substituting (5) into (6). This 
correspondence is one to one and again maps the 
nonzero terms in the expansion of det M Q onto the 
partitions of L into nonzero polygons. 

Thus the number of nonzero products in the ex­
pansions of per P and det M Q is f2 in both cases. 
Since each nonzero product in the expansion of 
det M Q is a product of N unit quaternions, such a 
product is a unit quaternion. It now follows from (8) 
that the modulus of a sum of f2 unit quaternions can 
only be not less than f2 = per P if all these unit 
quaternions are equal. Hence every nonzero term in 
the expansion of det M Q must equal ( -1 )NI2, because 
this is the value of one such particular product 
obtained when all the polygons are degenerate, where­
upon each quantity in (5) takes the form 

-qiliaqiail = -qi,i/iili. = -l. 
We say that a polygon on L is admissible if it is a 

non~~ro polygon, and if there exists a polygon­
partItIon of L, containing this polygon and having all 
ItS. ~ther polygons. degenerate. Consider any ad'" 
mlsslble polygon WIth 2r sides, and suppose that 
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ql'q2'··· ,q2r are the values of qili2'··· ,qi2ril en­
countered in following the cycle (J around this polygon. 
There is a polygon partition with iN - r degenerate 
polygons besides the given admissible polygon. Hence 
the corresponding summand in (6) yields 

( . . . )(_I)!N-r _ (_I)!N -qlq2 q2r - , (11) 
i.e., 

Qlq2' .. Q2r = (_ly-l (12) 

for any admissible polygon. In particular, 

qlq2q3q4 = -1 

for an admissible square; and 

qlq2q3q4q5q6 = + 1 

(13) 

(14) 

for an admissible hexagon (not necessarily a planar 
hexagon). 

Suppose temporarily that a = 2, b = 4, c = 4. We 
show that an admissible hexagon, whose opposite 
sides are opposite sides of a cube,lies near the center of 
L. This follows from the diagram in Fig. 1. Here the 
points of L are denoted by crosses or circles according 
to their x coordinate. It is easy to see from similar 
diagrams that any square, forming a face of the cube 
in the above diagram, is also admissible. Moreover, 

(Orientation of axes) 

FIG. 1. Admissible hexagon in a smooth block. 

FIG. 2. Number­
ing and orientation 
of quaternions on 
a cube. 

this diagram can be embedded in a larger polygon 
partition with a ~ 2, b ~ 4, c ~ 4 by pairing the 
points outside this 2 x 4 x 4 configuration in an 
obvious fashion. So the existence of this admissible 
hexagon also follows for a ~ 2, b ~ 4, c ~ 4. 

Now consider the cube carrying this admissible, 
hexagon, and let the qil on its sides, with respect to the 
marked orientations, be ql' q2, •.. ,q12 as shown in 
Fig. 2. From (14) we have 

qlq2q7ihlit2ij5 = +1 (15) 

and from (13) we have 

Hence, 
qlq2ij3ij4 = q3q7ijl1ijS = qsij12ij5q4 = -1. (16) 

+ 1 = qlq2q7ijl1ij12ij5 
= qlq2(ij3q3)q7ijl1 (ijSqS)ij12ij5(q4ij4) 

= Q1Q2ijs(q3Q7ijl1ijS)(qSij12ij5q4)ij4 

= qlq2ijsij4 = -1. (17) 

This contradiction denies (8) and completes the proof 
of (2). 
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A method is described for treating wave propagation in a waveguide structure whose cross section 
varies in the direction of propagation. Special attention is given to the conversion of energy between 
waveguide modes of different order. For simplicity, the waveguide is bounded by impedance-type walls 
and the lateral height variation is assumed to have circular symmetry. This is considered to be an 
idealized model of an atmospheric waveguide feir acoustic-wave propagation in the case when there is a 
localized depression. 

1. INTRODUCTION 

There has been a great deal of attention paid to 
acoustic-wave propagation in uniform guiding struc­
tures. While the terrestrial environment does tend to 
be uniformly stratified in its gross characteristics, 
there are many important instances where the effective 
cross section of the guide varies significantly in the 
direction of propagation. A concrete example is the 
propagation of sound in shallow water where there 
is a sudden change in depth. An equally striking 
illustration is when guided acoustic waves in the 
atmosphere pass over a mountain range. 

Previous work in nonuniform waveguidesl - 4 has 
been devoted to situations where the coupling between 
the modes is sufficiently small to be ignored. In this 
paper, we present a method, albeit approximate, for 
handling the more general case where mode coupling 
is retained. However, to simplify the discussion, we 
consider a waveguide whose lower boundary is flat 
but the height of the upper boundary is variable. In 
order to simulate earth curvature and to allow for the 
sound speed to vary with altitude, we take the wave­
number of the medium to be a specified function of 
height. The lower boundary may be regarded as an 
idealized smooth earth, while the variable upper 
boundary is some height where there is strong coupling 
between upgoing and downgoing wave types. As such, 
both walls of the waveguide are assumed to be 
characterized by impedance-type boundary conditions. 
The validity of such a description is not investigated 
here, but it has met with considerable success in 
electromagnetic-wave propagation.5•6 

I D. E. Weston, Proc. Phys. Soc. (London) 73, 365 (1959). 
2 M. Redwood, Mechanical Waveguides (Pergamon Press Ltd., 

London, 1960), pp. 89-91. 
3 A. D. Pierce, J. Acoust. Soc. Am. 37, 19 (1965). 
4 I. Tolstoy and C. S. Clay, Ocean Acoustics (McGraw-Hill Book 

Co., Inc., New York, 1966). 
6 J. R. Wait, Electromagnetic Waves in Stratified Media (Perga­

mon Press, Ltd .. London, 1962). 
8 J. R. Wait, Advances in Electronics and Electron Physics, Vol. 25, 

L. Marton, Ed. (Academic Press Inc., New York, 1968). 

2. FORMULATION 

The situation is illustrated in Fig. 1. Essentially, we 
are dealing with a parallel-plate waveguide of thick­
ness hI except for a depressed region of radius a where 
the thickness is h2 • The respective regions are des­
ignated (1) and (2). The field quantity 1p is assumed to 
satisfy a scalar wave equation 

(1) 

where k(z), the wavenumber, is a function of z only. 
Boundary conditions on the horizontal surfaces are 

of the type 

(2) 

where K is independent of the radial coordinate in 
either region (1) or (2). For example, in dealing with 
acoustic waves, where 1p is the velocity potential, K is 
zero for a rigid surface or infinity for a free surface. 
In general, K may be regarded as a boundary­
impedance parameter. 

Solutions of (1) may be written in the form 

(3) 

where ZjJ is a cylindrical Bessel function of order p, 

FIG. 1. The ide­
alized height vari­
ation considered 
in this analysis. 
(The appropriate 
boundary-imped­
ance parameters 
Ko, KII) and KI') 
are indicated.) 

(Side View) 

OJ hd Ii 

~'li t 
I 

I 
I 
II (I) 

(Plan View) I 

I 
Incident Wave I 

z 
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while G(z) satisfies 

02G + [k2(Z) _ k~S2]G = 0, 
OZ2 

where ko = k(O) and S is a separation constant. 

(4) 

Some further consideration shows that the general 
solution is of the form 

+00 
"P = ~ ei1lq, ~ (Am)1IZi koSmp)Gm(z), (5) 

2];=-00 m 

where (A ) is a coefficient to be determined from the 
boundarym c~nditions. The summation over p involves 
integers only, and the summation index m indicates 
that we superimpose all "modes." The latter are 
exemplified by a discrete set of Sm, obtained as a 
result of the boundary condition (2) which states that 

O~m + KGmlathOriZontalsurtaces = O. (6) 

Thus k S(1) is the transverse wavenumber for a 
, 0 m ..) d k S(Z) waveguide mode of order m m region (1 ,an 0 m 

is the corresponding wavenumber in region (2). For 
convenience, we describe Gm(z) as a "height-gain 
function" for a mode of order m and normalize it 
such that Gm(O) = 1. Again, a superscript (1) or (2) is 
added as appropriate. 

We now imagine that a mode of order m is incident 
from a distant source in region (1). The problem is to 
calculate the total field everywhere. The incident field 
"Plne' suitably normalized, is written 

? 

A~) . (1) ..J.)G(l)( )G(1)() (7) 
"PIne = J;; exp (-zkoSm p cos 'I' m Zo m Z, 

where the "excitation factor" A~) is a measure of the 
strength of the incident mode of order m for a distant 
point source located at a height Zo0 Summation over m 

is implied. 
Without difficulty, 6 we may demonstrate that 

(8) 

while 

(9) 

may be regarded as a definition of the "excitation 
factor" A!.!) which appears in (7). 

3. CONSTRUCTION OF THE SOLUTION 

To deal with the specific problem posed above, we 
employ an addition theorem and rewrite (7) in an 

equivalent form. 7 Thus, 

AU) +00 
- ---!!L G(1)( ) ~ e-;1l1l/zJ (k S(1)p)ei1lq,G(1l(z) 

"Pine - m Zo k 11 0 m m' 
hI 11=-00 

(10) 

where J is the Bessel function of the first type. The 
total fieid "P(1) in region (1) now consists of "Plne plus 
a scattered field "Pac which must have the form 

A U) +00 
= ---1!!.. 0<1)( ) ~ e-i1tP/2ei1lq, 

"PSO h m Zo p:"oo 

1 X ~ (B.,m)1IHikoS~1)p)G!1)(z), (11) 

where H = J - i Y is the Hankel function of the 11 11 11 

second kind. Here, (B.,m):p may be regarded as a 
coefficient which describes the scattering from mode of 
order m into a mode of order s for a wave whose 
azimuthal variation is exp (ipcp). It may be verified that 
(11) satisfies the wave equation (1), the appropriate 
boundary conditions, and it gives rise to outgoing 
waves as p -- 00. The latter statement is a consequence 
of the asymptotic relation7 

lim H1I(Z)"'" [2ilCrrZ)]tei"1I/2e-iz. (12) 
Z-+oo 

Furthermore, when there is any loss in the system, the 
eigenvalue solution for the wavenumbers koS!l) shows 
that 1m koS!O < 0, which leads to radial damping of 
the scattered modes. 

The total field "P(l) in region (1), i.e., where p > a 

and 0 < Z < hI, is thus given by "P(l) = "Pine + "Pse' 

We now construct an expression for the field "P(2) in 
region (2), i.e., where p < a and 0 < Z < hz. Without 
difficulty, we find that 

A (l) +00 
"P(2) = ---1!!.. G~)(zo) ~ e-i1f1l/V1lq, 

hI 11=-00 

X ~ (An.m)1IJikoS~Z) p)G~)(z), (13) 
n 

where the Bessel function J1I is chosen to be finite at 

P = 0 and (A ) is a coefficient which describes the n,m D 

modes of order n transmitted into region (2) for an 
incident mode of order m from region (1). We note 
that the height-gain function G~)(z), for region (2), 
must be employed if "P(2) is to satisfy the appropriate 
boundary conditions. 

4. FIELD MATCHING 

In order to obtain relationships between the un­
known coefficients, we impose continuity conditions 
at the cylindrical interface between regions (1) and 
(2). Specifically, we require that "P and o"P/op be 
continuous at p = a, for 0 < Z < h2' where h2 < hI' 

7 G. N. Watson, Theory of Bessel Functions, 2nd ed. (Cambridge 
University Press, Cambridge, England, 1944). 
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Then, on using (10), (11), and (13), we find that 

J(koS~)a)G~)(z) + ! Bs,mH(koS~1)a)G~1)(z) 
s 

= ! An,mJ(koS~2)a)G~2)(z) (14) 
n 

and 

S(1) J'(k S(1) a)G(I)(z) + '" B S(I) H'(k S(1) a)G(1)(z) 
mOm m £., s,m 80s 8 

= '" A S(2) J'(k S(2) a)G(2)(z) (15) 
~ n.m nOn n , 
n 

where the primes indicate differentiation with respect 
to the argument of the Bessel function. In writing (14) 
and (15) the subscript p has been dropped, since term­
wise matching of the p series is permitted. 

We are now faced with the question of what bound­
ary condition to impose on the vertical face p = a 
when hI > Z > h2 • For the moment, we assume that 
both 1jJ(I) and a1jJ(I) lap are zero over this surface. 
An equivalent statement is to say that (14) and (15) 
apply over the interval 0 < Z < 00 but G~ll(z) = 0 
for z > hI and G~2)(Z) = 0 for z > h2. A method to 
estimate the error of this assumption and a first-order 
correction has been discussed elsewhere8 in connection 
with electromagnetic waves in the earth-ionosphere 
waveguide. 

5. REDUCTION OF THE SOLUTION 

To reduce (14) and (15), for the idealizations 
indicated, we multiply both sides by G!2)(Z) and inte­
grate from 0 to h2 • Thus, we obtain 

J(koS~)a)rq,m + ! Bs,mH(koS!I)a)rq,s 
s 

and 

S(I)J'(k S(1)a)r + '" B S(I)H'(k S(1)a)r 
mOm q,m k 8,m s 0 a q,s 

s 

while, if q ¥= m, we must deal with more terms in (22). 
In most cases it appears that 

B ,...., BO 
- - BO P (24) q,m - q,m - m,m' 

where P is of the order of 1. The zero-order solutions 
given by (23) and (24) should be applicable for the 

• J. R. Wait, Can. J. Phys. 46, 1979 (1968). 

where 
h 1"2 __ 2_ _ (2) 2 rq,q - (2) - [Gq (Z)] dz, 

2Aq 0 

(18) 

A 1"2 r = G(1)(Z)G(2)(Z) dz 'l,m m q , 
o 

(19) 

and 

r q.s = lh2G~I)(Z)G~2)(Z) dz. (20) 

In getting from (14) and (15) to (16) and (17), we 
exploit the orthogonality property 

(21) 

On eliminating Aq,m from (16) and (17), we obtain the 
single infinite system 

[S~2) J'(kOS~2) a)J(koS~)a) 

- S(1)J'(k S(I)a)J(k S(2)a)]r 
mOm 0 t;1 q,m 

+ ! Bs,m[S~2)J'(koS~2)a)H(koS~l)a) 
s 

- S(l)H'(k S(l)a)J(k S(2)a)]I' = 0 (22) s 0 s 0 q (1,8 • 

In principle, we may solve for the coefficients Bs,m for 
each p by inverting an infinite square matrix. In 
practice, we truncate the system. In effect, this means 
that we replace the summation over s by a finite 
number of terms, say N. Then, by letting q = 1, 2, 
3, ... , N, we have a sufficient number of equations 
to solve for Bs m' The convergence of solutions of this 
type as N b~comes large has been discussed pre­
viously.9,IO For the present situation, we focus our 
attention on the situation where hi - h2 « hi' In this 
instance, we can expect that 

I S~l) - S~2) I « 1. 

Furthermore, in such cases, it is found that Irq,ml « 
Wq ) when q ¥= m. Thus, in order to get a zero-order 
solution for a typical coefficient Bs,m in (22), we retain 
only the terms for s = q and s = m. First of all, when 
q = m, we easily get 

(23) 

dominant modes such that S~I) and S!2) are not 
significantly different from unity. 

The final result for the scattered field is given by 
(11) with the coefficient (Bs,m)p given approximately 

• E. Bahar and J. R. Wait, Quasi Optics, J. Fox, Ed. (polytechnic 
Institute of Brooklyn Press, Brooklyn, New York, 1964), pp. 
447-464. 

10 A. Wexler, IEEE Trans. Microwave Theory Tech. 15, 508 
(1967). 
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by (23) and (24) above, where we set q = sand 
remember that the Bessel functions are of order p. 
Of course, if the accuracy is insufficient we should 
return to (22) and retain additional terms. 

6. A SIMPLIFICATION 

To provide insight into the behavior of the solution, 
we now consider a simplification which is valid when 
the perturbation is small. First of all, we note that, 
in the zeroth approximation, the scattered field is 
expressible in the form 

+00 
~ ~ -i~/2(BO ) H (k S(l) ) i1)<I> Vlsc ~ const X k k e a,m 1) 1) 0 ape , 
a 1)=-00 

(25) 

which amounts to changing the order of the summa­
tions indicated in (11). First of all, we focus our 
attention on the terms where q = m. These are the 
contribution to the scattered field in mode m for an 
incident mode also of order m. Thus, according to 
(24), we have 

[~-~]J1)(V) (B!.m)1) = - uJ;(u) _ vH;(v) H1)(v) , (26) 

Jiu) Hiv) 

where u = koS<;'>a and v = koS~>a. We now set 
fl. = u - v and expand (26) in a series in powers of 
fl.. To within a first order of smallness in fl., we find 
that 

(B~.m)1) ~ [(7Tfl.)/2i)v[J!(v) - J1>+1(v)111_ 1(V»). (27) 

In arriving at (27), we have used the following well­
known identities for Bessel functions of argument v: 

J1)H; - l;H1) = -2i/(7TV), 

1~ = -(p/v)J1) + J1)-l = (p/v)J1) - 11)+1' 

Another simplification in (25) is to replace the 
Hankel function of argument kOS~l> p by the first term 
of its asymptotic expansion [e.g., see (12) above]. 
This is justified at sufficiently large distances from the 
scatterer. In other words, we require that both koa » 1 
and p »a. Then, on using (27), we find from (25) 
that the scattered mth mode field is 

(28) 
1)=-00 

identities: 

and 

(30) 

which follow immediately from formulas given by 
Erdelyi et a/. ll Then, on using the well-known identity 

we see that (28) is expressible in the closed form 

( 

7T )i '/4 'k S (11 fl. ] ,...., e-'" e-' 0 m P ---
Vlsc m - 2koS~> p sin ( 4>/2) 

x J1(2kos~>asin£), (31) 

where fl. = koa(S<;') - S~». 
We see that the scattered field has a strong maximum 

in the forward direction. In fact, as 4> --->- 0, 

J1(2koS~>a sin 4>/2) k S(l) 

sin 4>/2 --->- 0 m a. 

Thus, the forward scattered field is proportional to 
a2 (i.e., the area of the perturbation) and the con­
trast between the wavenumbers 

koS~) and koS~). 

The development of the coefficients (B~,m) for 
q ¥:- n into a series development in fl. follows in a 
similar fashion to that outlined above. If we restrict 
attention to modes of order q such that both 

Ikoa(S<;'> - S~»I «1 and Ikoa(S~l) - S~»I « 1, 

then (24) reduces to 

(32) 

Thus, for the approximation indicated, it follows that 
the cross-coupled scattered field in mode q for an 
incident mode of order m is given by 

Vlsc)a f""o./ Vlsc)mP, 

where P is roughly proportional to 

(33) 

(34) 

omitting the constant term (A~)/h1)G~>(Zo)' In order 11 A. Erdelyi, Ed., Higher Transcendental Functions, Vol. 2 
to sum these series, we make use of the following (McGraw-Hill Book Co., Inc., New Yor1c, 1953), p. 101. 
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7. MODE COUPLING 

The coupling parameter given by (34) may be 
expressed in closed form. We proceed by using a 
variant of the standard analysis for demonstrating 
orthogonality of modes in a closed system.12 

In region (1), for a mode of order m, we have 

::l2G(1) 
u oz: + [e(z) - (koS~»2]G~) = 0, (35a) 

while in region (2), for a mode of order n, 

aaG(a) 
az= + [k2(Z) - (kOS~»2]G~) = O. (35b) 

Multiplying (35a) by G~) and (35b) by G!.!) and sub­
tracting the resulting equations, we find that 

~[G~2) oG~) _ G~) OG~)] 
oz az oz 

= [(kOS~»2 - (koS~2»2]G~)G~). (36) 

Both sides of (36) are now integrated over the interval 
from 0 to ha• Thus, we find that 

(37) 

where G(ll' (h2) = oG(l) /oz evaluated at z = h2 • Also, 
in obtaining (37), we have used the boundary con­
dition 

In a similar manner, we find that, for n ¢ m, 

f
h 2 

r - G(2)(Z)G(2)(z) dz = 0 n.m - m n , 
o 

which is a demonstration of the orthogonality property 
already used. For the case m = n, we consider the 
height-gain function G(2) (z), in region (2), which 

12 A. N. Sommerfeld, Partial Differential Equations (Academic 
Press Inc., New York, 1960), pp. 81-91. 

satisfies 

a2G(2) 
-- + [k2(z) - (kOS)2]G(2) = O. (39) 

az2 

Combining (35b) and (39), we obtain 

~ [G(2) ~ G~2) - G~2) ~ G(2)] 
oz oz az 

= [(koS~» - (kOS)2]G~2)G(2). 

We again integrate both sides with respect to z over 
the range 0 to h2 and assume that both G~2) and G(2) 
satisfy the impedance boundary conditions at z = h2 , 

but only G~2) satisfies the impedance boundary 
condition G(2) = KoG(2) at z = O. Thus, we find that n n 

f'G~)(Z)G(2)(Z) dz 

= _ G~2)(O) [~ 0<2)(Z) _ K
0
0<2)(Z)] . 

k~[S2 - (S~2»2] oz .=0 

(40) 

We now require that G(2)(Z) satisfy the same impedance 
boundary condition as G~2)(Z) at z = O. Thus, S-+ 
(S~2». Then, on applying Cauchy's theorem to the 
right-hand side of (40), we get 

r n.n = f'[G~)(Z)]2 dz 

= _ G~)(O){~ [0<2)'(Z) _ KoG(Z)]} . (41) 
2k~S~) as S=Sn (I) • 

• =0 

An explicit evaluation of this normalizing factor re­
quires that we are able to solve (39) subject to the 
boundary condition at z = h2 • For example, if k 2(z) 
is a linear function of z, the solutions of (39) are Airy 
functions, and a relatively simple closed form for 
r n n is available.s The important point is that r n," is 
of'the order of h2 for the propagating modes of low 

attenuation. On the other hand, r n.m (for n ¢ m) is 
much less than h2 when hl - h2 « h1 . Thus, we are 
justified in our exploiting the condition II" .. ,m/r ..... 1 « 
1 in considering first-order perturbation effects. 

More work on this subject is obviously needed if we 
are to obtain useful information about acoustic-wave 
propagation (with or without gravity) in the non­
uniform atmospheric ducts. 
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Ray Velocity and Exceptional Waves: A Covariant Formulation 
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In a nonlinear field an accelerated wave sooner or later turns into a shock. When this is not the case, 
the wave is exceptional (e.g., Alfven waves of magnetohydrodynamics). Then the normal speed of the 
wave remains undisturbed. This criterion is given a convenient covariant form in terms of the ray velocity. 
As an example a thermodynamical relativistic fluid is studied. . 

1. INTRODUCTION 

The field is represented by a column vector v(x~) 
of N components, functions of the coordinates ~ 
(IX = 0, 1,2,' .. , n); XO = t is a time coordinate and 
Xi (i = 1, 2, ... , n) are space coordinates. We assume 
that the field satisfies a set of N partial differential 
equations. By differentiating (if necessary) some of 
these equations with respect to t, we obtain a system 
of quasilinear differential equations which through the 
introduction of new dependent variablesl - 3 can always 
be reduced to the form 

(1) 

(The subscript IX denotes partial differentiation with 
respect to x~.) 

We assume that across some characteristic (wave) 
surface, 

gJ(x~ = 0, (2) 

the first-order derivatives of the field u have a finite 
jump for which we use the following notations: 

[:;] = 1t = bu, (3) 

while the field itself is continuous 

[U] = 0. 

Now it is well known that (2) must be a solution of 
the characteristic equation 

or 

if we assume AO = I and if we put 

1.= _....!E!.... 
IVgJ/ ' 

VgJ 
n=--. 

IVgJl 
(4) 

1 R. Courant and D. Hilbert, Methods of Mathematical Physics II 
(Interscience Publishers, Inc., New York, 1962). 

• A. Jeffrey and T. Taniuti, Non·Linear Wave Propagation 
(Academic Press Inc., New York, 1964). 

3 G. Boillat, "Definition et propagation des ondes" (to be pub­
lished). 

We suppose that the system (1) is hyperbolic; i.e., 
that the matrix 

(5) 

has a full set of linearly independent eigenvectors. 
It is also well known that the discontinuities-or 

(weak) disturbances-(3) propagate along rays. Their 
laws of propagation can be given a very simple form 
when the waves invade a constant state and the matri­
ces A~ do not depend explicitly on the Xp.4 When a 
wave is accelerated the disturbances grow until they 
cease to be finite, thus tending to a shock. (Nonhyper­
bolic fields show a different behavior. 3) 

However, waves might exist for which this phenom­
enon does not arise. This remarkable fact, first noted 
by Lax,5 requires that the gradient of the normal 
velocity A with respect to the field components be 
orthogonal to all the corresponding right eigenvectors 
of (5); this is equivalent to 

bA(u, n) == VA' bu == 0. (6) 

A wave whose normal speed is not disturbed 
(according to this equation) is called, after Lax, an 
exceptional wave. If all the waves of a given field are 
exceptional, the field is said to be completely excep­
tional. For instance, Alfven waves of magnetohydro­
dynamics are exceptional.2.4·6 

2. RAY VELOCITY 

If the field equations are covariant the character­
istic equations also have a covariant form. Thus, 

1p = 0, 

lXI' IX2' ••• , IXp = 0, 1, ... ,n, (7) 

where G(u) is a completely symmetric tensor which 
is not a product of tensors of lower orders. 

4 G. Boillat, La propagation des ondes (Gauthier-Villars, Paris, 
1965). 

S P. D. Lax, Ann. Math. Studies 33, 211 (1954); Commun. Pure 
Appl. Math. 10, 537 (1957). 

6 K. O. Friedrichs and H. Kranzer, Courant Institute of Mathe­
matical Sciences, New York University, Report NYO-6486. 1958. 
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The ray velocity has the components 

01jJ/o'P", • (8) 

It is the speed of propagation of the disturbances and 
therefore it must not be, in general relativity, a 
spacelike vector, i.e., we must have 

X2 = g"'P 01jJ 01jJ > 0; 
o'P", o'Pp -

g",p is the metric tensor of signature -2. 
If X =;l= 0, we can normalize (8); thus, 

u'" = ~ 01jJ, u",u'" = 1. 
X o'P", 

From (7) we have 

u"''P", = O. 

(9) 

(10) 

Of special interest are the cases p = 1 and p = 2. 
When p = 1, Eq. (7) is simply 

u"''Pa = 0, 

and the if are field variables. The nonrelativistic 
equivalent is 

A = u·n. 

This kind of wave appears in fluid moving with veloc­
ity u. 

Whenp = 2, then 

1jJ = tG"'P'P",'Pp' 

We assume that G is a normal tensor': its eigenvalues 
s(a) are real, different from zero; one eigenvector 
(corresponding to 6(0» is timelike and the three others 
are spacelike. In the eigenframe 

G"'p = diag (S(O) , -s(1), -S(2) , -S(3»' 

g"'P = diag (1, -1, -1, -1), 

so that 1jJ = 0 becomes 
3 

A2 = L S(i) n: . 
i~l S(O) 

As A2 ~ 1 is to be satisfied for any direction n, we must 
have 

0< S(i)/S(O) ~ 1, i = 1,2,3. (11) 

(The restriction s(i) =;l= 0 allows one to express the 
'P", in terms of the up.) Then the condition (9) is 
automatically satisfied. 

We note that, if one equality holds in (11), light 
velocity is reached in one direction: 

S(l) = s(O) - A2 = 1, n = (±1, 0, 0). 

7 A. Lichnerowicz, Theories relativistes de la gravitation et de 
l'electromagnetisme (Masson, Paris, 1955). 

3. EXCEPTIONAL WA YES 

Inserting (4) into (7) we have 

\Y'ml 01jJ VA = VlIl = ! m m '" m VGa1"'2" ''''p 

'I' o'Po 'I' p r a1 '1''''' r"'p . 

Multiplying by bu and taking account of (6), we see 
that the waves (7) are exceptional provided8 that 

b1jJ == 0, b1jJ = P-1'P"'1 'P", • ... 'P"'pbG"'l"'.· .. "''' (12) 

when (7) is satisfied. 
From (10) we get 

1 a 
Vu'" = - (bp - u"'Up) - (V1jJ). 

X Of{Jp 
Hence, 

bu'" = X-1(b'" - u"'u)m m '" m bGP"'."'3··· "''' P P '1''''.'1''''3 '1'''''' , 

and the condition (12) can also be written 

'P",bua == O. 

(The metric tensor g",p only admits discontinuities of the 
second order across a null surface.') 

By applying the criterion (12) to nonlinear electro­
dynamics we selected an exceptional Lagrangian 
which generalizes the Born-Infeld Lagrangian and 
gives birth to a completely exceptional system of field 
equations.9 

4. THERMODYNAMICAL FLUID 

The field equations of a perfect thermodynamical 
fluid derived from a nonsymmetric energy tensor can 
be written10 

Y'iru"') = 0, 

u"'(roJ - o",p) - Y'",q'" = 0, 

(rfu'" - q",)Y'",uP - y"'Po",p = 0, 

y"'P = g"'P - u"'uP, u",u'" = 1. 

The metric tensor is given; r, I, p, and u"', are 
respectively the' density, index, pressure, and velocity 
of the fluid. The heat-current vector is assumed to be 
a given function of the field variables 

q'" = q"'(uP, p, cp, CPy), cpy = Oycp. 
Furthermore it is supposed that 

r = rep, cp), 1= 1(P, cp), 
where cp is some thermodynamical quantity (e.g., the 
temperature) which can be discontinuous in the second 

8 G. Boillat, Compt. Rend. 262A, 1285 (1966). 
• G. Boillat, "Non-Linear Electrodynamics; Lagrangians and 

Equations of Motion" (to be published). 
10 Y. Bruhat, Commun. Math. Phys. 3, 334 (1966). 
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order (tJcp = 0). Since our purpose is merely to illus­
trate the preceding sections we do not go on to discuss 
these hypotheses. 

The wave surfaces have already been determined in 
a study of the Cauchy problem,lO but as we also need 
the disturbances we make the calculations. Making 
the replacement 

VIZ --+ ''[JlZ tJ 

in the field equations, we obtain 

ulZ'PlZr'tJp + r'PlZtJulZ = 0, 

ulZ'Pirj' - l)tJp - 'PlZtJqlZ = 0, 

(13) 

(14) 

(rfu lZ - qCZ)'PlZtJuP - ylZP'PlZtJp = 0, (15) 

where the prime denotes partial differentiation with 
respect to p. The solutions are as follows: 

(a) (rfull. - qll.)'P1I. = 0, together with 

'PatJull. = 'PlI.tJqll. = tJp = O. (16) 

Equation (9) yields 

(rf - qczUCZ)2 ~ _yCZP qczqp , (17) 

an inequality already given.10 But we shall find 
stronger conditions. 

It appears at once, by virtue of (16), that this wave 
is exceptional: 

'PatJ(rfua - qCZ) == O. 

(b) Multiplying (15) by 'Pp and taking account of 
(13) we get 

GCZP'PCZ'Pp = 0, tJp oF 0, 

GczP = gCZP + uczvP + uPvcz, 

vII. = i(r,! - l)ull. - ir'r-1qlZ. 

Let VIZ be an eigenvector corresponding to the 
eigenvalue s 

(18) 

To the eigenvalue s = 1 correspond two eigenvectors 
satisfying 

uczVcz = VIZVII. = O. 

These eigenvectors are necessarily spacelike for they 
are orthogonal to the timelike vector ulZ• Thus we can 
put 

S(2) = S(3) = 1. 

Now we look for a and b such that 

Vcz = aulZ + bvlZ • 

Inserting this expression into (18) results in 

a(1 - s + UIZVIZ) + bvlZvlZ = 0, 

a + b(l - S + UIZVIZ) = 0, 
whence we get 

(1 - S + UIZV~2 - VIZVIZ = 0 

and the necessary condition 

vIZVCZ > 0, 
i.e., 

Then, 

S = 1 + uczvCZ(l ± w), 

and 
w2 = VIZVIZ/(UpvP)2, 0 < w < 1, 

v;ycz = ±2b2(u lZvlZ)2w(1 ± w). 

(19) 

VIZ P > 0 corresponds to the upper sign, and VIZ P < 0 
to the lower one. Therefore, 

s(O) = 1 + ulZv
CZ(1 + w), s(l) = 1 + ulZv

CZ(l - w) 

and according to (11) we must have 

uczvlZ > 0, 
that is, 

(r' /r)(rf - qlZulZ) > 1. (20) 

It is easy to see that (19) and (20) are more restric­
tive than (17) by noting that 

(rf - qIZU
CZ)2 > [rf - qlZull. - (r/r'W 

if (20) is true. 
It can be checked that these waves are not excep­

tional. 

(c) The remaining solution is 

Since 
tJu lZ = tJp = 0, 'PlI.tJqlZ = O. 

The wave is exceptional if 

oalZP 
0CPy 'P1I.'Pp'Py = O. 

It is the case if the heat current is a linear function of 
the gradient of cp and, more generally, if there exists 
a vector if, which is a function of the field variables, 
such that 

S (oaCZ
P 

_ aYalZP) == O. 
IZ,P,y 0cPy 
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The purpose of this paper is to achieve a clearer understanding of the problems involved in the deter­
mination of a closed formula for fractional parentage coefficients (fpc). The connection between the fpc 
and one-block Wigner coefficients of a unitary group of dimension equal to that of the number of states 
is explicitly derived. Furthermore, these Wigner coefficients are decomposed into ones characterized by a 
canonical chain of subgroups (for which an explicit formula is given) and transformation brackets from 
the canonical to the physical chain. It is in the explicit and systematic determination of the states in the 
latter chain where the main difficulty appears. We fully analyze the case of the p shell to show that a 
complete nonorthonormal set of states in the physical chain 'l1(3) ::J R(3) can be derived easily using 
Littlewood's procedure for the reduction of irreducible representations (IR) of SU(3) with respect to the 
subgroup R(3). This procedure gives a deeper understanding of the free exponent appearing in the 
polynomials in the creation operators defining the states in the 'l1(3) ::J R(3) chain. As Littlewood's 
procedure applies to the 'l1(n)::J R(n) chain, and probably can be generalized to other noncanonical 
chains of groups, it opens the possibility of obtaining general closed formulas for the fpc in a nonortho­
normal basis. 

1. INTRODUCTION 

The importance of the role that fractional parentage 
coefficients (fpc) play in problems of atomic and 
molecular structure has been appreciated for a long 
time. In particular, Racah,1 Jahn,2 and Flowers3 have 
stressed their usefulness and have given tables 
obtained by systematic application of projection 
techniques. 

Yet we do not have for the fpc the type of closed 
formula we are familiar with in the case of Wigner or 
Racah coefficients of the rotation group. The purpose 
of this article is to try to understand fully the reasons 
that have prevented the derivation of these closed 
formulas in the past, and to indicate the recent develop­
ments that could make possible a systematic derivation 
of such formulas in the future. 

For the sake of clearness, we shall restrict ourselves 
in this article to the discussion of fpc in the con­
figuration space of a single orbital, and in some 
aspects of the analysis, we shall further limit this 
orbital to the angular momentum 1 = 1, i.e., the p 
shell. Yet the approach will be such that everything 
we say can be extended, (and in some cases will 
already be applicable) to problems of several orbitals, 
to states in spin-isospin space, to spin-orbital states 
(i.e., j-j coupling) and even to some aspects of the 

• Asesor Director de la Comisi6n Nacional de Energfa Nuclear 
(Mexico). 

1 G. Racah, Phys. Rev. 76, 1352 (1949). 
I H. A. Jahn, Proc. Roy. Soc. (London) AlOI, 516 (1950); 

Al05, 192 (1951), and following articles of the series. 
8 B. H. Flowers, Proc. Roy. Soc. (London) Al12, 248 (1952); 

A. R. Edmonds and B. H. Flowers, Proc. Roy. Soc. (London) Al14, 
515 (1952); Al15, 120 (1952). 

fpc for n-particle harmonic-oscillator states developed 
recently.' 

While the reader is undoubtedly familiar with the 
concept of fpc, we would like to review it briefly so as 
to formulate it in a way useful to the type of approach 
we shall outline in this article. 

In a fixed orbital, the single-particle states are 
characterized by the projection m of the orbital 
angular momentum, as the total quantum number 
v and the angular momentum 1 are fixed. Thus these 
single particle states could be denoted by 

1J'vlm(r") = 1J'm(r), m = I, ... , -I, (1.1) 

where s = 1, ... ,n is the index characterizing the 
particle. 

If we have a system of n particles in the vi orbital, 
we could form an n-particle state characterized by the 
total angular momentum L and projection M, i.e., 
irreducible representations (IR) of the chain of 
rotation groups R(3) ::::> R(2), as well as by a partition 
1= [fd2"" .!n], II ~ ... ~/n ~ 0 of n and a 
Yamanouchi symbol , = (1'2, ... , , n-I' n), i.e., an 
IR of the chain of symmetric groups S(n)::::> 
S(n - 1) ::::> ••• ::::> S(1). An example of f and, is 
given below: 

_1 Il 
2 

4 

5 

1=[2111], 

, = (12134). 
(1.2) 

, P. Kramer and M. Moshinsky, Nuclear Physics 82, 241 (1966); 
also in Group Theory and Applications, E. M. Loebl, Ed. (Academic 
Press Inc., New York, 1968). 
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The n-particle states are then represented by the 
kets 

IlnfrnLM) = ! A;'rlz'iiPnlPm,(r1) ... lPm/rn), (1.3) 
mi 

where we indicate by n the additional quantum 
numbers that complete the characterization of the 
states. The A's in (1.3) are the coefficients in a develop­
ment of our ket in terms of the single-particle states 
(1.1). The numbers j, r, L, M would, of course, 
remain unchanged if we apply to (1.3) any operator 
invariant under the groups R(3) and Sen). 

The fpc is then the coefficient required for the 
expansion of the state (1.3) in terms of a similar state 
of n - 1 particles and the single state of particle n, 
coupled to a total orbital angular momentum Land 
projection M (denoted by the bracket notation 
[ ]LM), i.e., it is the last term in the following ex­
pansion: 

f1L 

x W-tjOL, II} l".tnL)}. (1.4) 

The partition! is obtained from j by suppressing the 
block containing n in the Young tableau, and the 
Yamanouchi symbols T, r are related in the same way. 

The usefulness of the development (1.4) lies in the 
fact that the matrix elements of a symmetric, one­
body, irreducible tensor operator 

n 
! Tka(r8, p8) (1.5) 
8=1 

with respect to states (1.3) that are bases for the IR 
of Sen) is the same as the matrix elements of the 
operatorl - 3 

description of the states (1.3). We later discuss the 
systematic evaluation of these Wigner coefficients. 

2. THE fpc AS WIGNER COEFFICIENTS OF 
A UNITARY GROup6b 

We shall introduce the creation operators a:,. with 
two indices m = I, ... ,-I, s = 1, ... ,n, and 
establish the following correlation between them and 
the single-particle states (1.1): 

(2.1) 

In (2.1), 10) stands for the vacuum state characterized 
by the property that 

a:,. 10) = 0 for any m, S, (2.2) 

with Ii:" being the annihilation operator associated 
with a:", so it satisfies with the latter the commutation 
relations 

[a:':, , a:"] = t58
'8gm'm' (2.3) 

gm'm = ( -l)mt5_mm, . (2.4) 

The appearance of the metric tensor gm'm is due to 
the fact that, from the correlation (2.1), a:,., m = 
I, ... , -I transforms under rotations as a basis for 
an IR I of R(3), i.e., in the same way as Y1m(fJ, rp). 
The annihilation operator Ii:", which is the transposed 
conjugate of a:", will transform then as 

hence the appearance of gm'm rather than Kronecker 
delta. 

From the correlation (2.1) an alternative expression 
for the n-particle state (1.3) will be given by 

IlnjrnLM) = P n(frnLM) 10) (2.5a) 

(1.6) where P n is the homogeneous polynomial 

which could be evaluated immediately using the 
expansion (1.4). The extension of this type of analysis 
to two-body operators by using double expansions of 
the type (1.4), i.e., two-body fpc is of course very 
familiar .1-3 

It is knownl - 3 that the fpc in (1.4) are connected 
with particular Wigner coefficients of <tL(21 + 1). 
We proceed to give a systematic derivation of this 
connection by a procedure developed recently sa for the 
group-theoretical characterization of an alternative 

6 (a) M. Moshinsky, J. Math. Phys. 7. 691 (1966). (b) The discus­
sion in this section is based on the paper cited in (a). To have a 
more systematic notation, the creation operators a~. and annihilation 
operators all' in that paper will here be replaced by a:,. and ii:", 
respectively, and the notation for the generators of the unitary 
groups will be changed accordingly. 

P nUrnLM) = ! A;'..!J'iMmna~, ... a::,n• (2.5b) 
m, 

We note now that the operators a:,., m = 
I, ... , -I; s = 1, ... ,n can be thought of as the 
components of a vector of [(21 + l)n] dimensions. 
The vector {a:,.} could then be characterized by the 
IR [1] of a unitary group U[(21 + l)n] acting in a 
space of the same number of dimensions. The poly­
nomials (2.5b), being of degree n in the components 
of the vector {a:,,}, are characterized by the IR [n], 
i.e., the completely symmetric one of the same group. 

We proceed now to show that the states (2.5) are 
further characterized by the IR of the following chain 
of subgroups associated with the (21 + I)-dimensional 
space of the indices m and the n-dimensional space of 
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the indices s: 

U(21 + l)n] :::> <ti,(21 + 1) X U(n) , (2.6a) 

<ti,(21 + 1) ::> ••• :::> ~!(R(3» 

::> ~1([R(~) ~J), (2.6b) 

[

U(n - 1) 
U(n) :::> 

o [

U(n - 2) 0 0:] 
~J ::> 0 1 

o 0 
U(I) 

1 

1 
::> ••• ::> (2.6c) 

1 

where~! are the (21 + 1) X (21 + 1) unitary matrices 
associated with the IR I of R(3). 

The IR of a unitary group of j dimensions U(j) are 
characterized by a partition [IIi' .. .lis] and those of 
R(3) and R(2), as before, by the angular momentum 
L and its projection M. A polynomial associated with 
the IR of the chains (2.6b), (2.6c) could then be 
characterized 

nLM I' ... f, 
P ; J 1.n-l n-1 ... -1 ,(2.7) 

(

(hI' .. h2!+l] h,J2n . . . Inn) 

In 
where [hI ... h2!+l] is the partition characterizing the 
IR of <ti,(21 + 1) and n stands for the extra quantum 
numbers necessary to characterize the states in the 
chain (2.6b), which could include numbers associated 
with the IR of subgroups between <ti,(21 + 1) and 
~!(R(3». 

If the polynomial (2.7) belongs to the IR [n] of 
U[(21 + l)n], then the partitions 

[hI' .. h2!+l]' [fIn··· Inn] 

must be identical5 •6 partitions of n, i.e., 

hI =/1n' h2 =/2n,' .. , 

lIn + 12n + ... + Inn = n, 

(2.8a) 

(2.8b) 

which implies incidentally that the number of terms 
different from zero is ~ min (21 + 1, n). Furthermore, 
if we want to correlate the polynomials (2.5b) and 

• T. A. Brody, M. Moshinsky, and I. Renero, J. Math. Phys. 6, 
1540 (1965). 

(2.7), we first note that the former are of degree one in 
each value s = 1, ... , n of the upper index. As was 
shown in Ref. 5, this implies that the partition in 
(2.7) must be restricted by the conditions 

(h; + ... + .Ii;) - (h.H + ... + .Ii-1.H) = 1, 
for j = 1, ... , n. (2.9) 

When taking ,into account the restrictions (2.8) 
and (2.9) on the partitions, one realizes that they 
could be replaced by the set of numbers (Ir2' .. r .. ), 
where rj indicates in which position on the jth row 
we must add a unit to get the partition [h;'" h;] 
from [/13-1'" h-1.i-1]' As an example, for n = 4, 
1= [31], we indicate the set of partitions lhs], 1 ~ 
i ~ j ~ 4, and the corresponding Yamanouchi sym­
bols: 

210 3 1 00) 

\0 (1121); 
210 3 100) 

\ 1 (1211); 

300 3 100) 

\ 0 (1112). (2.10) 

A special class of polynomials in the components of 
{a:,.} characterized by IR of the chains of groups 
(2.6), i.e., those whose partitions are restricted by 
(2.8), (2.9), are then homogeneous polynomials of 
degree n characterized by the same quantum numbers 
as (2.5b). In Ref. 5 we actually show that these 
polynomials are identical if/in = Ii' i = 1,"', n, so 
in our further discussion of the polynomials (2.5b), 
we shall use for them the notation (2.7) with restric­
tions (2.8) and (2.9). 

To determine now the fpc, let us consider a poly­
nomial (2.7) in which the index s is restricted to 
s = 1,· .. ,n - 1, i.e., 

(

[iiI ~~~!+l] 11.~d2.n~~ :f,' . In_1.n_1) 

p ; 1 ... -2 •• ~-2.n-2 . (2.11) 

In 
To represent a polynomial of n - 1 particles of the 
type (2.5b), we must have again 

iiI = 11n-1> li2 = /2 ... -1, ... ; (2. 12a) 

11,n-1 + ... + 1 .. -1 ... -1 = n - 1 (2. 12b) 

and the restrictions (2.9). We could then couple the 
p of (2.11) and a;:' to a given IR [hI'" h21+l1 of 



                                                                                                                                    

458 M. MOSHINSKY AND V. SYAMALA DEVI 

'\1(21 + 1), and angular momentum L and projection 
M, by means of the Wigner coefficients of '\1(21 + 1) 
in the chain (2.6b), i.e., 

l l p DLM; A,,-2 ... 1"-2,,,-2 a:!, 

[ (

[iii'" li2/H] 11,,,-1 (2,,,-1 .•• 1"_1,,,_1) 

OLR m •.. 

III 

X <[iii' .. ~I+l]; [1] I [hi' .. h2/H]\). (2.13) 
arM 1m QLM / 

The resulting polynomial will be homogeneous and 
of degree n and so correspond to the IR [n] of 
U[(21 + l)n]. Furthermore, by definition it will be 
characterized by the IR [hi'" h21H] of '\1(21 + 1) 
and so from (2.8a) by the IR [h" ... I",,] of U(n). As 
a:;' is invariant under the subgroup U(n - 1) of 
U(n) , it is clear that (2.13) leads to the polynomial 
(2.7). Comparing this with (1.4), and using the ortho­
normality property of the Wigner coefficients of 
R(3) and the orthogonality of bases of IR of groups, 7 

we conclude that if 

iii =.h, li2 = h, . . . ; 
(2.14) 

then 

(2.15). This can be accomplished in two steps. First 
we consider for the '\1(21 + 1) group the chain of 
subgroups 

'\1(21 + 1) ::> ['\1~21) ~J 

'\.L(I) 

1 
:J ••• ::> . (2.16) 

This would give us kets, now called Gel'fand states ,8 

characterized by the partitions 

Ilkl2k' .. hk 

I U -l' •• Ik-l.k-l 

III 

, k == 21 + 1. (2.17) 

We could then determine the transformation brackets 
between the states in the chain (2.6b) and those in the 
chain (2.17), i.e., 

Ilk 12k . . . hk [flk'" hk] 

11,k-l' • ·Ik-l.k-l QLM 

(In-ynL; I n InIQL)" . (2.18) 

= l f(LlMm I LM/U't/2' .. ]; [1] 1 [ld2' .. ]\} III 
Rm\ \ DLM 1m QLM / 

(2.15) Once these are available, we can use them to reduce 
with the/and/related as in Sec. 1. the Wigner coefficients in (2.13) to the corresponding 

The problem of the fpc reduces then to the one of ones of '\1(k), k == 21 + 1 in the canonical chain, 
determining the Wigner coefficients of '\1(21 + 1) in i.e., 

< [Ju], [~J I [fil]) == /11 

hk 1 0 

h-l,k-l 1 0 

1 0 

o 

7 E. P. Wigner. Group Theory (Academic Press Inc., New York, 1959), p. 115. 
8 I. M. Gel'fand and M. I. Zetlin, Ook!. Akad. Nauk SSSR 71, 825 (1950). 

o 
o 

o 

o Ilkl2k 
o 11,k-l 

In , (2.19) 
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where we have 
1 0 0 

1 0 0 

1

[1]\ == 1[IJ\ = 
Im/ f-l / 

1 0 0 

0·· 0 

o 
f-l=l-m+l 

, (2.20a) 

(2.20b) 

where there are k - f-l rows "1 0 ... 0" and f-l rows 
"0 ... 0," and 

k 

hj = j~j + bill I bjj .. 
j'=" 

(2.21) 

In the next section we proceed to give a closed 
general expression for (2.19), while in Sec. 4 we discuss 
the transformation brackets (2.18). 

3. ONE-BLOCK WIGNER COEFFICIENTS IN 
THE CANONICAL CHAIN 

As the most general unitary matrix could be 
written as 

U = ei6U', det U' = 1, (3.1) 

where U' is unitary unimodular, the Wigner co­
efficient (2.19) of'lL(k) is identical to the correspond­
ing one5 of S'lL(k) 

([j;j], [~J I [f;j]). (3.2a) 

where 
(3.2b) 

As i~k = 0, the state associated with the partitions 
L/;;] will be a polynomial function only of the vectors 
a~, s = 1, ... ,k - 1, acting on 10), so the inde-

pendent state [~J could be characterized by the 

vector a~ acting on 10). It is convenient to denote the 
components of the vector by the index f-l defined in 
(2.20b) that takes the more natural sequence of 
values f-l = 1, 2, ... ,k, in which case we could 
write 

leJ) == a! 10), f-l = 1, ... , k. (3.3) 

From (3.3) the Wigner coefficient (3.2), or equiv­
alently (2.19), reduces to the matrix element 

( 

nJ~k .' .. 
f ' .. of' l,k-l k-l,k-l 

nl 

J' ., .J' 0) lk k-l,k 

a k J~,k-l'" n-l,k-l 

"... . 
nl 

(3.4) 

To evaluate the latter, let us consider the generators 
ell,,' of'lL(k + 1) in a Cartesian metric, i.e., 

f-l, f-l' = 1, ... , k, k + 1. (3.5) 

Clearly e"k+1' f-l = 1, 2, ... , k has the same trans­
formation properties as a~, f-l = 1, 2, ... ,k under 
the group 'lL(k), so the Wigner-Eckart theorem leads 
to 

I f~k 
\ f;.~,··· f:'-,.~, ak .It:k-l··· n-l.k-l - <f' .. ·f' f' II ak Ilf-' ... /', 0) 

i~k ... i~-l.k 0 ) 

" - lk k-l.k kk lk J k-l.k 

i{l 

f{k f~k 0 

nk ... f~-l.kf~k 

x fLk-1 ... f~-l.k-l e".HI n.k-l ... n-l.k-l (3.6) 

with branching rule 
k 

ff} = I:j + !Jill I !Jjj'. 
j'=" 

(3.7) / ' >/' >/' >/'''''' l.Hl - lk - 2.k+1 - 2k c:::. , 

Actually we could have taken for the IR of the 
'lL(k + 1) group any partition [f:.k+1] satisfying the 

and a similar one for ~~. In that case the reduced 
matrix element would depend also on J;:k+l in such 
a way as to cancel the dependence on J;:k+l in the 
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matrix element of el'.k+l' We prefer to take the 
simplest partition satisfying the branching rule, i.e., 
h:lc-tl = f:k , f~+1.k+l = 0, as the reduced matrix 
element in (3.6) has been calculated by Brody, 
Moshinsky, and Renero. 9 

The matrix elements of el'.k+l were given in a funda-

mental work by Gel'fand and Zetlin,8 while the reduced 
matrix element of a a~ was given in Ref. 9. Combining 
these results and simplifying some terms, as indicated 
explicitly in the Appendix, and making use of the rela­
tions (3.2b), we obtain finally for the one-blockWigner 
coefficient in the canonical chain the expression 

/ i' PJ I ) Ilk - - - - -t \[J;;], L.,.t [hi] = S(1A-l - IA)[(h;.;' - h;'-1;'-1 + IA_1 - I;,)(h;.;' - h;'_1A-1 + 1;'_1 - I;. + 1)] 

A=I'+1 k [n clz;.;. - J;.A-l + j - I;. + 1)]t k-l [ f.i clz;.;. - ./;.).+1 + j - I;.) ]t 
II 

,-I II --":.;;:='""-1 ________ _ 
x;. ;. , 

;'=1' II(.iz;'A - J;;. + j - I;.) ;'=1' II(.iz;.;. -./;;. + j - I;. + 1) 
i=1 ;=1 
i'*l;. ;'*1;. 

An alternative approach to the evaluation of the 
one-block Wigner coefficients, also using the matrix 
elements of the generator el'.k+1' was discussed 
previously by Baird and Biedenharn.10 

4. THE TRANSFORMATION BRACKETS FROM 
THE CANONICAL TO THE PHYSICAL CHAIN 

Having obtained in the previous section the one-
block Wigner coefficient in the canonical chain, the 
remaining problem for the determination of the fpc 
is the evaluation of the transformation bracket (2.18) 
between the states in the physical and the canonical 
chains. A purely computational procedure for 
evaluating these brackets is easily available. We note 
that the operator of angular momentum LT. T = 1, 0, 
-l,is given in terms of 

e:;:' = 2(-I)m'a!'nii~m' 
8 

LT = [l(l + 1)]t 2 (lIm'T i/m)e:;:', 
m,m' 

(4.1) 

so that the Casimir operator of the R(3) group 

L2 = 2 (-I)'LTL_T (4.2) 

can also be expressed in terms of generators of 
'\1(21 + 1). Using then the result of GeI'fand and 
ZetIin,8 we could find the matrix of L2 with respect to 
the states (2.17) and from the diagonalization of the 
same, the transformation brackets we are looking for. 
This program has actually been implemented numeri­
cally, i.e., a computer program is availablell •12 for 1 = 1. 

e T. A. Brody, M. Moshinsky, and I. Renero, Rev. Mexicana de 
Ffsica 15, 145 (1966). 

10 G. E. Baird and L. C. Biedenham, J. Math. Phys. 4, 1449 
(1963). 

11 Many Body Problems and Other Selected Topics in Theoretical 
Physics, M. Moshinsky, T. A. Brody, and G. Jacob, Eds. (Gordon 
and Breach Science Publishers, New York, 1967), pp. 291-377). 

11 M. Moshinsky, M. Berrondo, and J. Pineda, Structure of Low­
Medium Mass Nuclei, P. Goldhammer, Ed. (University of Kansas 
Press, Lawrence, Kansas, 1966), pp. 129-194. 

S(X)={+1 if x~O; 1::;;/;.::;;A.. (3.8) 
-1 if x<O 

While this approach to the transformation brackets 
is quite general (it can be easily extended to con­
figuration space states in several orbitals, spin­
isospin states, etc.), it is, in the opinion ofthe authors, 
profoundly unsatisfactory, as it requires the diagonal i­
zation of matrices [whose dimension incidentally 
increases with that of the IR of '\1(21 + 1)] and so 
does not provide us with closed formulas. Clearly 
then, what is required is a procedure by which we 
could calculate explicitly the states in the physical 
chain, so as to obtain a closed formula for the 
transformation brackets when we evaluate the scalar 
product of these states, with those of (2.17) associated 
with the canonical chain. 

For the sake of simplicity we shall illustrate this 
procedure for 1 = 1, where what is required are the 
polynomials in a!'n, m = 1, 0, -1; s = 1, 2,3 that 
are bases for IR in the '\1(3) ~ R(3) chain. 

These polynomials were obtained long ago by 
Bargmann and Moshinsky,13 but in the present paper 
we shall follow an analysis similar to the one given 
recently for the '\1( 4) ~ '\1(2) + '\1(2) chain by 
Syamala Devi and Venkatarayudu.14 This goes much 
deeper into the group-theoretical nature of the 
problem, is immediately generalizable to the '\1(n) ~ 
R(n) chain, and, we hope, eventually to the chain of 
groups (2.6b). 

A. The IR of R(3) Contained in an IR of S'1.L(3) 

Our starting point is a theorem given in Littlewood's 
book15 on the procedure for getting the IR of R(n) 
contained in an IR of S'\1(n). For n = 3 this result 

18 V. Bargmann and M. Moshinsky, Nuclear Physics 23, 177 
(1961). 

14 V. Syamala Devi and T. Venkatarayudu, J. Math. Phys, 9, 
1057 (1968). 

1& D. E. Littlewood, The Theory of Group Characters (Clarendon 
Press, Oxford, 1950), 2nd Ed., p. 240. 
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L 

111 .. . .• 1 I 1 

-11 ...... lltc ........ 0: I 
- . 0: .. .. 0:1 •.....• 1 

+ ... ; 

Kz-2q 2q 

2p 

K,-L ~ 2q • L ~ K2 -2q 

O~ 2q ~ Kz 

FIG. 1. Diagram of the IR (KIK.) of 'lL(3) contained in the direct 
product (L) X (2p,2q) and inequalities imposed by Littlewood 
rules on the components of the partitions. 

can be stated as follows: The IR of '\.1(3) is charac­
terized by the partition rJrhfa] and that of S'\.1(3) by 
the partition 

( ICI ICJ == (fl - la, 12 - la)· (4.3) 

On the other hand, the IR of R(3) are characterized by 
the single number L giving the orbital angular 
momentum. The IR of the orthogonal group 0(3) 
[which contains the group R(3) and the inversion] 
are characterized by the partitions (L) or (LI). Both 
of these IR of 0(3) contain the same IR of R(3) 
characterized by L, but in the first case the matrix 
in the IR corresponding to the inversion is the unit 
matrix I multiplied by (-l)L, while in the second 
case, I is multiplied by (_1)L+1. 

Littlewood's theorem15 states that if in the reduction 
to IR of U(3) , the product representation (A) x (b) 
contains (IC) == (K1K2) a certain number of times, 
which we denote by g;"6K' then the IR (1C1K2) of U(3) 
breaks into IR[A] of 0(3) according t015 

(K) = L g;"dK[A], (4.4) 
{M 

the summation being over all partitions that charac­
terize the IR of U(3) of the type (b) = (2p, 2q) with 
p, q integers and where (A) is an IR of U(3) of form 
(L) or (Ll). For example, the IR (32) of U(3) contains 
the IR (3), (21), and (1) of 0(3), and so the possible 
values of L will be L = 1, 2, 3. 

Littlewood's theorem (Ref. 15, p. 240) is actually 
available only for the IR (Kl) of U(3) [as is pointed out 
by Littlewood himself (Ref. 15, p. 294)], but it can be 
extended to the partitions (K1K2) of U(3) in the way 
elucidated in the previous paragraph, when the 
modification rules of Murnaghan16 are taken into 
account. The coefficients gMK are determined from the 
usual Littlewood rules (Ref. 15, p. 94) for the reduction 
of the direct product (A) x (b). We therefore have to 
consider only two cases: 

K1 + K2 = L + 2p + 2q, 

Kl + K2 = L + 1 + 2p + 2q. 

(4.5a) 

(4.5b) 

The reduction of (A) x (b) is illustrated for the two 
cases in Figs. 1 and 2, respectively, in which we mark 
the blocks in the single row (L) by x and those in the 

18 F. D. Murnaghan, Proc. Nat!. Acad. Sci. 24, 184 (1938). 

L 2p ill' .......... 1 I X I:' ....... ~'I' .. 0: I 
L K,-L 2q 

_111 ........ 110: ......... 0:1 + .... K,-L ~2q ,L ~Kz-2q 
- 110:··0:1.······ '1 . O'2qHz-1 

Kz-2q-1 2q 

FIG. 2. Diagrams of the IR (KIK.) of'lL(3) contained in the direct 
product (L1) X (2p,2q) and inequalities imposed by Littlewood 
rules on the components of the partition. 

rows 2p and 2q of (b) by rx and {l, respectively. The 
single block in the second row of (L1) is marked by 
y. The Littlewood rules restrict the distribution of the 
rx's and {l's in the way shown in Figs. 1 and 2, so that 
2p, 2q are restricted by the conditions also indicated 
there. 

B. Decomposition of the Diagrams into Elementary 
Permissible Diagrams 

Our next step will be to break the diagrams of 
(K1K2) containing x, y, IX, {l of Figs. 1 and 2 into 
elementary permissible diagrams (epd). A permissible 
diagram would be any one- or two-rowed marked 
diagrams that could be formed by a direct product of 
the type (A) x (b) for particular L's and 2p, 2q's. An 
epd would be a permissible diagram that cannot be 
decomposed further into permissible diagrams. 

FIG. 3(a). Decomposition of the diagram of the IR (KIK.) with 
Kl + K. - Leven, Kl - L even, into elementary permissible 
diagrams. 

To find out the epd we need and to carry out the 
decomposition in a systematic way, we redraw the 
diagram of partitions (KIK2) in Figs. 1,2 by translating, 
as far as possible, the blocks of IX'S and {l's in the 
second row. The expression "as far as possible" takes 
into account that no column should contain two IX'S 

or that a {l block should not extend farther than the 
end of the IX blocks above it. Under this restriction we 
carry out the translation in the following four cases: 
Fig. 3(a): Kl + K2 - Leven and Kl - L(andtherefore 
K2) even; Fig. 3(b): K1 + K2 - Leven, 1C1 - L (and 
therefore K2) odd; Fig. 4(a): K1 + K2 - L odd, K1 - L 
even (K2 odd); Fig. 4(b): K1 + K2 - Lodd, Kl - Lodd 
(K2 even). We indicate the length of each segment of 

K,+K2-L even, K,-L odd 

FIG. 3(b). Decomposition of the diagram of the IR (KIK.) with 
Kl + KS - Leven, Kl - L odd. 
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K,+ Kz-L odd, K,-L even 

it! L-Kz-2q i 2 ['/,(K,-2q-lJli 2['/,(K,-L-2q)li 2q : 

wx\rlHlx\xxl······txlul..lu\ul "Iul 
y a: a: ........ ' a: a: L.~_6 1-' _. _. '--1.' _H-J 

FIG. 4(a). Decomposition of the diagram of the IR (1<11<2) with 
1<1 + 1<2 - L odd, 1<1 - Leven. 

the diagrams in a notation convenient for our later 
analysis. 

Now we start by determining the epd in Fig. 3(a), 
reading from right to left. Clearly the first permissible 
diagram we see is 

1i1 ; [ ., (00) x (22) ~ (22), (4.6a) 

which is an epd, as its decomposition into the possible 

subdiagrams [I is forbidden by the rules (4.4). There 

are q epd of this type as indicated by the number in the 
square bracket above the corresponding part of Fig. 
3(a). Continuing the reading from left to right, we 
find the permissible diagram 

I ()( I ()( I as (00) X (20) = (20), (4.6b) 

which is an epd, as the subdiagram 0 is again for­
bidden by (4.4). There are t(KI - L -2q) epd of this 
type as indicated in Fig. 3(a). The next permissible 
diagram is 

~I : I as (20) x (20) = (22) + .. " (4.6<» 

which is an epd, as its decomposition into allowed 

subdiagrams [I is forbidden by (4.4). There are 

t(K2 - 2q) epd of this type as indicated in Fig. 3(a). 
Finally, we get the epd 

o as (10) x (00) = (10), (4.6d) 

of which there are L - K2 - 2q also indicated in Fig. 
3(a). 

A similar analysis can be carried out in Figs. 3(b), 
4(a), and 4(b), noting only that in, Figs. 3(b) and 
4(b), there appears, only once, the permissible diagram 

I : Ii] as (10) X (20) = (21) + .. " (4.6e) 

which is an epd, as the possible subdiagrams iii, 
o are not permitted by the rules (4.4). Also in Figs. 

K,+K,- L odd, K,- L odd 

it! L -Kz-2q ! 2 ['/,(K,-2q-21] i 2 iZ~(K,-L-2q-IJ]! 2q ! ill xl xf·· .. ·1 x [g] .~a:Ia:a:1 Ia:a:lm lW 
y a: a: a: a: U 66 

FIG. 4(b). Decomposition of the diagram of the IR (1<1K.) with 
1<1 + 1<2 - L odd, 1<1 - L odd. 

4(a) and 4(b), there appears, again only once, the epd 

ttl as (11) X (00) ~ (11). (4.61) 

Having achieved the decomposition into epd of the 
Young diagrams formed from following the analysis 
of Littlewood for the determination of the IR of 
R(3) contained in a given IR of S'11(3) , we shall 
proceed to associate definite polynomials with these 
epd, and later with the full states in the chain 
S'11(3) ::> R(3). 

C. Polynomials Associated with the Diagrams 

The bases for the IR (K1K2) of Scu,(3) are identicaP3 
to the bases for the IR [KIK20] of cu,(3) , and the latter 
would only depend13 on two vectors a:", s = 1, 2. 
From these creation operators and the corresponding 
annihilation operators a~" we can construct the 
generators of the following unitary groups: 

U(2); C88
' = L gmm'a:"ii:';, 

mm' 
s, s' = 1,2, (4.7) 

m 

<11(3)' em' __ ~ m'm" ~ s-s 
W 'm £., g £., amam" 

mil 8 

= (_I)m' L a:"ii~m" m, m' = 1,0, -1. 

(4.8) 

From (4.1) the generators of the subgroup R(3) of 
cu,(3) are given by £.m defined byll 

£.1 = -(e~ + e(1), £.0 = (e~ - e=D, 
C 1 = (e~ + e~l)' (4.9) 

As shown by Bargmann and Moshinsky,13 the poly­
nomials P(a:,.) corresponding to the IR (KIK2) of 
S'11(3) and to IR L of R(3) but of highest weight in 
the latter group, satisfy the equations 

cnp = KIP, 

C12p = 0, 
C22p = K2P, 

£.IP = 0, 
£.oP = LP, 

(4.lOa) 

(4. lOb) 
(4.10c) 
(4.11a) 
(4. 11 b) 

where the css', £.m can be interpreted as first-order 
differential operators, as from the commutation 
relations (2.3), the a:", when acting on polynomials 
P(a:"), are equivalent to the operators 

L gmm' a:", = (_l)ma~m = oloa:,.. (4.12) 
m' 

Because of this character of the operators css', £.m, 

it is clear that if we have a set of polynomial solutions 
of the Eqs. (4.10) and (4.11), a product of powers of 
this set will again be a solution, but with different 
K1, K2' L. 
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TABLE I. Elementary permissible diagrams (epd) and the 
IR (1<11<2) of SClL(3) and L of R(3) that characterize them. The 
polynomials corresponding to these epd are given in terms of 

the variables ~:n == a~, ~::~, =- a:,.a~, - a:,.,a:,:. 

IR S'\1(3) IR R(3) 
epd (1<11<.) L Polynomials 

0 (10) f:,.1 
1 

tB (11) 1 f:,.12 
10 

~ (21) w ==I(_l)mf:,.12f:,.1 + 1m -m 
fit 

~ (20) 0 s == I (-I)"'f:,.~f:,.:',. 
m 

B+iJ (22) 0 t == I ( -1)"'+'" f:,.12 f:,.12 mm' -m-m' 
",,,,' 

~ (22) 
ct ct 

2 (f:,.~~)2 

The analysis of the previous paragraph suggests 
that we first consider the epd (4.6) and see what are 
the polynomials associated with them. In Table I we 
give each epd with its corresponding IR of S'\.L(3) and 
R(3), and then the polynomial solution of Eqs. 
(4.10), (4.11) for those values of (KIKJ, L. As the 
diagrams of Figs. 3 and 4 can be broken into epd 
repeated a certain number of times, the polynomial 
solution of (4.10), (4.11) corresponding to a definite 
(KIKJ, L, can be constructed in terms of powers of the 
epd polynomials of Table I. These polynomials would 
be further characterized by the index q associated with 
the specific Littlewood procedure15 for determining 
each possible way in whicn the IR L of R(3) appears 
in the IR (K1K2) of S'\.L(3). In fact, from Figs. 1 and 2 
and Table I we find that there are only two inde­
pendent cases for the polynomials: 

Kl - Leven: (~DL-K·+2q(L~.l~t2-2qsl(KI-L-2q)tq, 

(4.13a) 
Kl - L odd: w+(~DL-K·+2q(~~~t·-2q-lSl(KI-L-2q-l)tq. 

(4.13b) 
The procedure we followed associates a polynomial 

with each diagram that we construct from Littlewood's 
analysis,15 so we will have found all the polynomials 
of our problem, and therefore all the states, if we can 
prove that they are linearly independent. 

D. Linear Independence of the Polynomials 

The states associated with the polynomials (4.13), 
will be orthogonal if they differ in any of the eigen­
values Kl, K2' L, since the operators ell, C22, Co are 
Hermitian. We need therefore only worry about the 
linear independence of the polynomials (4.13) belong­
ing to different q. We note, from the definition of 

~~, s, ~~~, w+ in Table I, that they depend only on 
the five variables 

M, ~L ~~l' ~~~, ~i~l' 
where, as indicated in Table I, 

(4. 14a) 

~~ == a:", ~:~, == a:"a:';, - a:",a:';. (4. 14b) 

Furthermore, from the relation 

~i~~l = -~~l~~~ + ~~~~~1' (4.15) 

we see that t of Table I is also a function of the five 
variables of (4.14), i.e., 

t = (~i)-1[4~~~~~~~~1 - 4(~~~)2~~1 - 2~~(~~~1)2]. 

(4.16) 
The five variables (4.14) are functionally inde­

pendent because for example if we add to them the 
variable ~~, the Jacobian of this set, with respect to 
the set ~~, m = 1,0, -1, s = 1,2, is (1li)2 =F= O. 

To see that polynomials of different q are linearly 
independent, let us write (e.g., for Kl - L even) the 
polynomial in terms of the five independent variables 
(4.14): 

p~IK2L = (~DL-K.+q(Il~~t.-2q 

X [-2~~~~1 + (~~)2]1(KI-L)-q 
X [4~~~i~~~~1 - 4(~~~)2~~1 - 2~~(~~~1)2]q. 

(4.17) 
Now from (4.17) it is clear that the highest power of 
~i appearing in P q is 

[L - K2 + q] + [t(Kl - L) - q] + q 
= [(L - K 2) + t(Kl - L)] + q, (4.18) 

so it depends on q, and therefore the set of polynomials 
corresponding to different values of q cannot be 
linearly dependent. A similar reasoning applies to 
Kl - L odd. 

The polynomials (4.13) are, of course, the same as 
those obtained by Bargmann and Moshinsky13 who 
directly solved the set of partial differential equations 
(4.10), (4.11). The difference in the procedure of 
obtaining them rests on the fact that the polynomials 
in the present analysis can be obtained by inspection 
from the diagrams associated with Littlewood's 
analysis15 in terms of the polynomials of the epd, 
which are very easy to determine. Furthermore, the 
exponent q acquires a definite meaning associated 
with the Littlewood analysis15; finally, the procedure 
can be extended to the chain '\.L(n) => R(n), as Little­
wood's analysis was, in fact, carried out for arbitrary 
n. This last point is very important, as the analytical 
procedure of Bargmann and Moshinsky13 is based on 
divisibility arguments very difficult to extend to cases 
where we have more than one free exponent of the 
type q, as happens, for example, already in the case of 
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'\1(4) :::> R(4), of great importance for the fpc of 
spin-isospin states. The present technique will be 
applied to the '\1(4) :::> R(4) chain in future publica­
tions. 

E. Determination of the Transformation Brackets 
from the '\1(3)::J R(3) to the Canonical Chain 

In the case 1 = 1, the transformation brackets we 
need to determine are 

\ 

l1ai2daa 
112/22 

In 
where 

K1K 20 ) 
qLM 

(4. 19a) 

K8 =18a - laa, I: =182 - laa, s = 1,2, 

I,{ = III - laa· (4.19b) 

Equation (4.19) stems from the factl3.17 that both in 
the canonical chain and the <t1(3) :::> R(3) chain, there 
is a term (~~~:ly33, where 

ai a~ a1 
-1 

with a corresponding normalization factor that dis­
appears in the scalar product,17 so we need only 
concern ourselves with the S<t1(3) transformation 
bracket in the right-hand side of (4.I9a). Furthermore, 
as 

I K1K20) = [(L + M)! 2L-M]!(I: )L-M I K1K20\ 
qLM (L - M)! (2L)! -1 qLLj' 

(4.21) 

and C 1 is given by (4.9), the transformation bracket 
(4.19a) for arbitrary M could be obtained from the one 
with M = L and the well-known matrix elements8,n 
of e:;:' with respect to the canonical chain. For the 
case M = L, the ket (4.21) is given by the polynomials 
(4,13) acting on /0). As the polynomials for the canoni­
cal chain are also available,17 the scalar product 
(4.19a) for M = L could, and in fact was, evaluated 
in Ref, 17. We note from the way the indices m = 1, 
0, -1 were enumerated in Ref. 17 that, in (4,I9a), 

M = 21,{ - (f{ + I~) (4.22) 

~~~:1 = a~ a~ 

a~ a~ 

a2 
-1 

aa -1 

, (4.20) and so the transformation bracket (4.19a) for M = L 
depends only on K1, K2' q, L, f{ , f~ and is given by 

K1K20 ) ! qLL = [[l(f{ - I~ + L)! R! (f{ - N + I)! U{ + 1)! (K1 - I; + I)! (f{ - K2)! (Kl - ID!] 
[t(f{ - I; - L)]! (K1 - K2 + I)! (K2 - In! 

x (_2)!W-f.'-L) 2Ea [t(Kl - L - p)]! p! (K2 - (3)! 
PP p 2P[t(Kl - 11' - I; - p) + (3]! (f; - (3)! (p - (3)! (3! (f{ + 1 - (3)! ' 

with p even (odd) if K1 - L is even (odd) and (4.23a) 

E; = (1q
p
)(-I)h if p even, Ea = ( q )(_I)!(P-1) if p odd, (4.23b) 

y P t(p - 1) 

where the formula (4.14) in Ref. 17 was simplified 
using the following identities twice: 

i(a - oc)! (b + ot)! = b! (a - c)! (a + b + I)! . 
a=O ot!(c-ot)! c!(a+b-c+l)! 

(4.24) 

We note that in Ref. 17 the enumeration of the 
indices m=I, 0, -1 is 1-1, -1-2,0-3, 
while in the enumeration of (2.20b) it is 1 - 1, ° - 2, 
-1 - 3. To apply the transformation brackets (4.23) 
to the Wigner coefficient (3.8), we must then either 
apply first the transposition (2, 3) to the bra in (4.23), 
which gives the explicit result of Chacon and Mos­
hinsky,lS or what is much simpler, apply the trans-

position (2, 3) to the states I eJ) which implies only 

17 M. Moshinsky. Rev. Mod. Phys. 34, 813 (1962). 
18 E. Chacon and M. Moshinsky, Phys. Letters 23, 567 (1966) 

the interchange 

(4.25) 

Combining (4.23) and (3.8) for k = 3 and taking 
into account the observation of the previous para­
graph, we can get the fpc in the p shell 

«l = I)n-lfijL, (I = 1) I} (l = l)nfqL) (4.26) 

for arbitrary n in a closed form. A very interesting 
point though is that these fpc are in a nonortho­
normal basis, i.e., they are characterized by the 
numbers ij, q that are not eigenvalues of any operator, 
but appear through the Littlewood analysis15 for 
finding the IR of R(3) contained in an IR of S<t1(3). 

It is possible to transform these fpc to an ortho­
normal basis through the eigenvalues of the Hermitian 
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operator 

n = i(emm' + em'm)LmLm" e mm' _ " gmmNem' 
- "- mil, 

m" 

(4.27) 

introduced by Bargmann and Moshinsky,13 but this 
would imply again a diagonalization of matrices, and 
so there would be no closed form. Clearly this brings 
in the view, first presented by Racah,19 that a non­
orthonormal basis may provide a much deeper and 
simpler description of the states characterized by 
noncanonical chains of groups than does orthonormal 
basis. 
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APPENDIX: THE EVALUATION OF THE 
MATRIX ELEMENT OF a~ 

The set of vectors a:",,u = I, ... , k; s = 1, ... , k 
could be considered as components of a single k 2_ 

dimensional vector. On the other hand, the states 
(2.17), as indicated in Ref. 6, are actually characterized 
by two Gel'fand patterns, one for index ,u, and 
another, of highest weight, for the index s. The 
matrix element (3.4) should be rewritten to take this 
into account. Using the decomposition (3.6), both 
with respect to the ,u and s = k indices, we get 

N-l,k 0 nk n-l.k 

f{.k-l 
({. 

f~-l.k-l f{k f~-l,k ak n.k-l J~-l,k-l f{k J:C-l,k 0) 
Il 

f{l f{k nl nk 

f{k f~k 0 f~k f~k 0 

f~k f~k nk ... J~-l,k 0 

= (f~k ... f~kll a link' .. ];-l,k 0) f{,k-l f~-l,k-l ell,k+l n,k-l ... J~-l,k-l 

nl nl 
nk f~k 0 nk f~k 0 

f~k f~k Rk J~-l,k 0 
X f{k f~-l,k Ck.k+1 nk . . . J~-l.k (AI) 

To determine the last matrix element we note that 

(A2) 

so that evaluating the left-hand side between the states 

nk f~k 0 f~k f~k 0 

J~k J~-1.k 0 nk J~-l,k 0 

nk ... J~-l.k Ck.k+1Ck+l.k _ Ck+1.kCk.k+l 
nk ... J~-l.k = -1 (A3) 

j
~1 

lk 

where the value -Ion the right-hand side has to do 
with the eigenvalues20 of Cii and the relation (3.7). 
Furthermore, as Ck+1,k is the lowering20 operator 

19 G. Racah in Istambul Lectures, F. Gursey, Ed. (Gordon and 
Breach, Science Publishers, New York, 1962). 2. J. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 (1965); Rev. 
Mexicana Fis. 14, 29 (1965). 

L:+1' which decreases the last term of the second row 
of the ket by 1, and as this term is zero already, the 
matrix element of the first product in (A3) is zero. 
For the second product, as Ck,k+1 is a raising gener­
ator, it can only take us from the ket in (A3) to the 
highest-weight state of cu,(k + 1), associated with ~he 
partition [J;k" 'f~k 0]. We obtain therefore from 
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(A3) that the square of the last matrix element in (AI) is equal to I; because of the phase convention 
used,20 it is actually 1. 

The matrix element of ell ,k+1 was obtained by Gel'fand and Zetlin8 ; in our notation,20 using the relation 
(3.7), it is given by 

f{k f~k 0 f~k f~k 0 

f{k f~k nk n-l.k 0 

f~,k-l ... f:'-l.k-l ell •H1 n.k-l ... J:'-l.k-l 

f~1 nl 

The first matrix element in (AI) was obtained in a paper of Brody, Moshinsky, and Renero9 and is given 
by 

(AS) 

Combining (A4) and (AS), and taking into account the following product identities: 

k 

IT U;k - J lk + j - i + bilk - bilk) = IT U{kk - J ~k + K - Ik + 1), 
l:'5:i<j:'5:k K=1 

k 

IT (];k - nk + j - i) = ITU{.k - J~k + K - Ik), (A6) 
l:'5:i<i:'5:k K=1 

K#<lk 
k k 

IT Cfz~k - r:k + K - Ik) = - ITU{.k - J~k + K - Ik), 
K=1 K=1 

K#<lk 

we obtain finally that the matrix element of (AI) has the value 

k 

IT S(lp-l - Ip)[U{pp - ];p-1P-l + Ip_1 - Ip)(];pp - ];p-1P-l + Ip_1 - Ip + 1)]-t 
~~. H [n ~;" -J:,~. + K - I, + 1) ¥ (J;" - J:,M-. + K - IJ]t[TI (~;.' -J:,,-. + K - I, + 1)]t. 

!! II U:;.;. - J:;. + K - I;. + 1) II U:;.;. - J:;. + K - I;.) II U{.k - J:k + K - Ik ) 
1(=1 1<=1 1(=1 
K#<l;. K#<l), K#<lk 

(A7) 
Making use of the relations (3.2b), we can then obtain the one block Wigner coefficients given in (3.8). 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 10, NUMBER 3 MARCH 1969 

Hermite's Reciprocity Law and the Angular-Momentum States 
of Equivalent Particle Configurations* 
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Hermite's reciprocity law is applied to the calculation of th~ angular-moment~m states of equivale~t 
particle configurations. Connections between boson and fermlO~ states. are consld~~ed and a method IS 

given for determining the number of times a given term appear~ ~n la.Wlthout ~equlflng a co.mplete term 
analysis. A succinct expression for the number of S-states ansmg m the [2] representatIOn of Rll+1 

under R"+1 -+- R3 is developed. 

I. INTRODUCTION 

The group-theoretical classification of the angular­
momentum states of equivalent electron or nucleon 
configurations is well known.I - 3 In LS coupling, the 
orbital angular-momentum states of the n-particle 
configuration /n are classified using the chain of 
groups 

(1) 

while in the jj-coupled configuration r, the chain of 
groups 

(2) 
is appropriate. 

The irreducible representations of the unitary 
group UN in N dimensions are labeled by partitions 
{AI> .1.2, ••• ,AN} of the integer n into not more than 
N parts where 

Al ;;:: .1.2 ;;:: ••• ;;:: AN ;;:: 0 (3) 
and 

(4) 

The character of the irreducible representation 
{AI' .1.2, ••• ,AN} is just the S function {AI, .1.2, ••• , 
AN} formed on the characteristic roots of the N x N 
unitary matrices that constitute elements of the group 
UN' Littlewood4 has exploited the properties of 
S-functions to express the characters of UN as a 
linear combination of the characters of RN or SPN 
and, conversely, he has developed prescriptions for 
expressing the characters of RN or SPN in terms of 
S-functions defined on N variables. If the decomposi­
tion of the character of the irreducible representation 
{AI, .1.2, ••• ,AN} of UN into the characters of the 

* Research sponsored in part by the Air Force Office of Scientific 
Research, Office of Aerospace Research, United States Air Force, 
under AFOSR Grant No. 1275-67. 

1 H. A. Jahn, Proc. Roy. Soc. (London) AlOl, 516 (1950). 
• B. H. Flowers, Proc. Roy. Soc. (London) A212, 248 (1952). 
3 B. R. Judd, Operator Techniques in Atomic Spectroscopy 

(McGraw·Hill Book Co., New York, 1962). 
, D. E. Littlewood, The Theory of Group Characters and Matrix 

Representations of Groups (Oxford University Press, London, 
1950), 2nd ed. 

irreducible representations of R3 is established, then 
the corresponding decompositions under the restric­
tions RN --+- Ra or SPN --+- Ra may be found by the 
method of differences.5 Thus, the principal problem in 
using the chains of groups, given in Eqs. (1) and (2), 
to classify angular-momentum states is the deter­
mination of the character decompositions under the 
restriction UN --+- Ra. 

In the present paper we briefly discuss the calcula­
tion of the character decompositions under the 
restriction UN --+- Ra, emphasizing in particular the 
applications of Hermite's law of reciprocity6,7 which 
lead to a number of illuminating correspondences 
between the angular-momentum states of many-boson 
systems with those of many-fermion systems. Finally, 
a simple method is given for determining the number of 
times a given representation of Ra occurs in the decom­
position of the irreducible representations {AI, .1.2, Aa} 
of UN where Al + .1.2 + Aa = 3. This leads to a simple 
prescription for determining the angular-momentum 
states in any /3 or p configuration and the distribution 
of S-states in /4 or j4. 

II. BRANCHING RULES UNDER Un -+- Ra 

Littlewood's algebra of plethysm8 •9 may be readily 
used to obtain the branching rules for U2!+I --+- Ra or 
U2J+1 --+- Ra by evaluating the terms contained in the 
plethysms 

[I] 0 {AI, .1.2, ••• ,AN} and [j] 0 {AI, .1.2, ••• ,AN}, 

(5) 

where, under U2 !+1 --+- R3 , {l} --+- [I], and under 
U2J+1 --+- Ra, {I} --+- [j]. LittlewoodlO has used the 

6 F. D. Murnaghan, The Theory of Group Representations (Johns 
Hopkins Press, Baltimore, 1938). 

6 F. D. Murnaghan, Proc. Natl. Acad. Sci. 37, 439 (1951). 
7 F. D. Murnaghan, The Unitary and Rotation Groups (Spartan 

Books, Washington, D.C., 1962). 
8 D. E. Littlewood, Phil. Trans. Roy. Soc. (London) Al39, 305 

(1944). 
9 D. E. Littlewood, Phil. Trans. Roy. Soc. (London) A239, 387 

(1944). 
10 D. E. Littlewood, Proc. London Math. Soc. 50, 349 (1948). 
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known isomorphism between the representations [,u] 
of the ternary orthogonal group and the representa­
tions {2,u} of the binary full linear group to evaluate 
the plethysms of Eq. (5) in a direct manner. In this 
case we focus our attention on the evaluation of the 
plethysms 

{2/} (59 {A'1> 1.2 , ••• ,AN} and {2j} (59 {Al' 1.2 , ••• , AN}' 

(6) 

Each partition into two parts {,ul, ,u2}, which arises 
in the binary analysis of the above plethysms, may 
be converted into a partition into just one part by 
making use of the equivalence 

(7) 

Thus, the character decompositions under U2!+l -- Rs 
and U2Hl -- Rs may be found by simply replacing the 
characters {2,u} that arise in the plethysms of Eq. (6) 
by the characters [,u] of Rs. 

The operation of plethysm is distributive with 
respect to multiplication on the right and thus we may 
establish the equivalence 

A (59 (BC ... X) = (A (59 B)(A (59 C) ... (A (59 X). (8) 

This simple result may be used to simplify the evalua­
tion of the plethysms of Eq. (6) by noting that any 
S function having N parts may be written as a linear 
combination of products of S-functionshaving one 
part by use of the determinantal relation,4 

{Al' 1.2 , ••• , AN} 

{Al} {Al + I} 
~ 

= 
{A2 - I} {A2} {A2 + I} 

e.g., 
{4} {5} {6} 

{4, 3, I} = {2} {3} {4} 

o {OJ {l} 

= {6}{2} + {4}{3}{1} - {5}{2}{I} - {4}{4}. 

Thus, noting Eqs. (8) and (9), we conclude that every 
plethysm of Eq. (6) may be evaluated in terms of the 
simpler plethysms {m} (59 {n} where m and n are 
po~itive integers. 

m. HERMITE'S RECIPROCITY LAW 

Hermite's reciprocity law states that6 "the number 
of invariants and covariants of degree m of a binary 

form of degree n is the same as the number of in­
variants and covariants of degree n of a binary form of 
degree m." In terms of plethysm, this is equivalent to 
the statement that the binary analysis of the plethysms 
{m} (59 {n} and {n} (59 {m} for the linear group of any 
dimension coincide, i.e., 

{m} (59 {n} = {n} (59 {m}. (10) 

Murnaghan7 has used this result to deduce the im­
portant recursive relation 

{m} ® {n} = {m} (59 {n - 2} + {m - 2} ® {n} 

+ ({m - I} (59 {n - I}) 

x ({m + n - I} - {m + n - 3}). 

(11) 

Furthermore, for the group GL2 we have: 
(a) if p is any positive integer p ~ m + k - 1, then 

{p}({m + n - I} - {m + n - 3}) 

= {p + m + n - I} + {p - m - n + I}; (l2a) 

(b) if P = m + n - 2, then 

{p}({m + n - I} - {m + n - 3}) 

= {p + m + n - I}; (12b) 
and 

(c) if p ::::;; m + n - 3, then 

{p}({m + n - I} - {m + n - 3}) 

= {p + m + n - I} - {m + n - 3 - p}. (12c) 

Equation (11) gives a rapid method for determining 
plethysms of the type {m} (59 {n}, and is particularly 
suited to machine calculation. Relevant tables of these 
plethysms are being published elsewhere,u 

IV. BOSON AND FERMIONS 

The plethysm {2/} (59 {I n} plays a key role in the 
determination of the orbital angular-momentum (L) 
states of maximum multiplicity in IN-type configura­
tions of LS-coupled fermions, while the plethysm 
{2j} (59 {I n} is important in describing the total 
angular-momentum (J) states inr-type configurations 
ofjj-coupled fermions. Alternatively, we may identify 
the analysis of the plethysm {m} (59 {I n} with the totally 
antisymmetric states of a system of n identical 
particles, each of angular momentum m12. 

Correspondingly, the analysis of the plethysm 
{m} (59 {n} may be identified with the totally symmetric 
states of a system of n identical particles, each of 
angular momentum m12. Physical realizations of these 

11 B. G. Wybourne, Symmetry Principles and Atomic Spectroscopy 
(John Wiley & Sons, Inc., New York, 1969). 
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states would occur where the identical particles are 
bosons. 

Murnaghan7 has shown that in the case of the 
binary full linear group, Hermite's reciprocity prin­
ciple leads naturally to the identity 

{m} ® {I n} = {m + 1 - n} ® {n}, m + 1 ~ n. 

(13) 

This result gives a direct link between the totally 
anti symmetric states of a configuration of n identical 
particles each having angular momentum m12, and the 
totally symmetric states of a configuration of n iden­
tical particles each having angular momentum (m + 
1 + n)/2. For example, with m = 8 and n = 3 we see 
that the totally antisymmetric orbital angular states of 
g3 are the same as for the totally symmetric orbital 
states of f3. With m = 8 and n = 4 the correspond­
ence is between g4 and (%)4. 

If Eq. (10) is used on the rhs of Eq. (13) we obtain 
the result 

{m} ® {I n} = {n} ® {m + 1 - n}, m + 1 ~ n, 

(14) 

from which we conclude that the totally antisymmetric 
orbital states of n identical particles each of angular 
momentum m12, are the same as the totally symmetric 
orbital (m + 1 - n) particles each of angular momen­
tum n12. For example, with m = 8 and n = 4, the 
correspondence is between the anti symmetric states 
of g4 and the symmetric states of d5. 

If Eq. (13) is used again in Eq. (14) we find 

{m} ® {I n} = {m} ® {I m+1-n }. (15) 

In terms of jj-coupled states, the above relationship 
corresponds to the well-known particle-hole equiv­
alence theorem12 that states that the angular­
momentum states occurring inr are the same as those 
in pi+1-n. In terms of LS-coupled states, Eq. (15) 
demonstrates the equivalence of the orbital angular­
momentum states in In and 12!+1-n for states of 
maximum multiplicity, the so-called quarter-shell 
symmetry.13 

Equations (13) and (14) are particularly valuable 
in enumerating the angular-momentum states of 
jj-coupled configurations and of the orbital angular­
momentum states associated with the states of maxi­
mum multiplicity in LS-coupled configurations, 
since they reduce the problem down to the evaluation 
of plethysms of the simple type {m} ® {n}. For 
example, the orbital states having maximum spin in 

12 A. de Shalit and 1. Talmi, Nuclear Shell Theory (Academic 
Press Inc., New York, 1963). 

13 B. R. Judd, Phys. Rev. 125, 613 (1962). 

g4 are readily determined from the correspondence 
{8} ® {I4} = {5} ® {4}. 

v. THREE-PARTICLE CONFIGURATIONS 

The preceding results may be readily applied to the 
angular-momentum analysis of configurations of 
three identical LS-coupled particles, i.e., the con­
figuration [3. In GL2 we have 

{2/} ® ({I2}{I}) = {2/} ® {P} + {2/} ® {2I}. (16) 

The terms in {2/} ® {I3} give the orbital angular­
momentum states associated with maximum spin 
(S = t), and those in {2/} ® {2I}, are those associated 
with spin S = i. 

We first establish the orbital angular-momentum 
states without regard to their spin classification. The 
lhs of Eq. (16) may be written [using Eq. (8)] as 

{21} ® ({12}{1}) = ({21} ® {12}){21} 
!-1 

=! {41 - 2 - 40(}{21}, (17) 
"'~O 

where 
I-I~O(~O (18) 

and 0( is a positive integer. 
Recalling Eq. (7) and multiplying the S-functions 

in Eq. (17) for the two possibilities: 

(a) 41 - 2 - 40( ~ 2/, i.e., 1- 1 ~ 20( ~ 0, 

2! 

{41 - 2 - 40(}{21} =! {61 - 2 - 40( - 2{1}, (19) 
fJ~O 

where {1 is a positive integer and where 

21 ~ {1 ~ 0; (20) 

(b) 41 - 2 - 40( < 2/, i.e., 21 - 2 ~ 20( > 1- 1, 

4!-2-4", 

{41 - 2 - 40(}{21} = ! {61 - 2 - 40( - 2{1}, 
fJ~O 

(21) 
where 

41 - 2 - 40( ~ {1 ~ 0; (22) 

we conclude that the given value of the orbital 
angular momentum L occurs if 

20( + {1 = 31 - L - 1, (23) 

where 0( and {1 are positive integers subjected to the 
restrictions of Eqs. (18)-(22). 

As an example, consider the case of k3 , i.e., 1=7. 
Case (a) involves the restrictions 6 ~ 20( ~ 0 and 
14 ~ {1 ~ 0, while case (b) involves the restrictions 
6 ~ 0( ~ 4 and 26 - 40( ~ {1 ~ O. Furthermore, Eq. 
(23) is only satisfied if 20( + {1 = 20 - L. Using 
these results to enumerate the partitions (ot, {1) that 
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TABLE I. Enumeration of the orbital states of P. 

L 2(X.+P «(X., p) nL 

0 20 (3, 14) IS 
1 19 A IP 
2 18 (4,10) (2,14) 3D 
3 17 3F 
4 16 (5,6) (1, 14) 5G 
5 15 

I 
5H 

6 14 (6,2) (0,14) 71 
7 13 l 7K 
8 12 (6,0) 7L 
9 11 6M 

10 10 (5,0) 6N 
11 9 50 
12 8 (4,0) 5Q 
13 7 4R 
14 6 (3,0) 4T 
15 5 3U 
16 4 (2,0) 3V 
17 3 2W 
18 2 (1,0) 2X 
19 1 Y 
20 0 (0,0) Z 

satisfy Eqs. (18)-(23) as in Table I rapidly gives the 
orbital states of k 3• 

The orbital states associated with S = ! in 13 may 
be readily determined by first analyzing the plethysm 
{2/} ® {3} in terms of the recursive relation of Eq. 
(11), and the known results for {2/} ® {2}, to give 

arise in performing the S-function multiplication in 
terms of Eqs. (12a)-(12c). In this way, we readily 
establish that subject to the restrictions 

1 ;;::: x ;;::: 0, 1 - 1 ;;::: ex ;;::: 0, 

and 

{2/} ® {3} 
1 - 1 - 0( ;;::: ,8 ;;::: 0, (25) 

! !-1 !-I-a 

=! {2(1 - x)} +! ! {41 - 2 - 40( - 4,8} 
"'~o ,,~O p~o 

X ({21 + 2 - 20(} - {21 - 2ex}), (24) 

the angular-momentum state characterized by L 
occurs once, whenever L = I - x or whenever ex and 
,8 satisfy the conditions 

and then noting the restrictions on I, ex, and ,8 that 3ex + 2,8 = 31 - L or ex + 2,8 = I - 2 - L. (26) 

TABLE II. Calculation of the states of maximum multiplicity in k 3
• 

(L) in 
L (L) in x (L) in 3(X. + 2P = 18 - L (X.+2P=4-L (-L) in (X. + 2P = L + 5 nL 

0 1 (4,0) (2, 1) (0,2) (5,0) (3, 1) (I, 2) IS 
1 1 (3,0) (1, 1) (4, 1) (2, 2) (0,3) 
2 1 (2,0) (0,1) (3,2) (1,3) 1D 
3 1 (5,0) (1,0) (2,3) (0,4) IF 
4 1 (4,1) (0,0) (1,4) 2G 
5 1 (3,2) (0,5) IH 
6 1 (4,0) (2,3) 31 
7 1 (3,1) (1,4) 2K 
8 (2,2) (0,5) 2L 
9 (3,0) (1,3) 2M 

10 (2,1) (0,4) 2N 
11 (1,2) 10 
12 (2,0) (0,3) 2Q 
13 (1, 1) lR 
14 (0,2) IT 
15 (1,0) lU 
16 (0,1) IV 
17 
18 (0,0) IX 
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TABLE III. Terms of k 3
• 

{I8} [18] 
{21} [21] 

[1] 

·SDFG.HI.K.L.M.N.OQ.RTUVX 
·PD.F.G.H.I.K.L5M.N.O.Q8R.T.U.V.W.XYZ 
·K 

From the resultant, we subtract the number of times 
L satisfies the condition 

oe. + 2f3 = L + I - 1. (27) 

Thus, to establish the orbital states associated with 
maximum spin in k3 , we note from Eq. (13) that 

{14} ® {!3} = {12} ® {3} 

and from Eq. (25) that 

5 ~ x ~ 0, 5 ~ oe. ~ 0, and 5 - oe. ~ {3 ~ O. 

Using these results in Eqs. (26) and (27) we readily 
deduce the results of Table II. The terms associated 
with S = ! may be found by subtracting the entries of 
nL in Table II from the corresponding entries in 
Table I, to yield the final classification of k 3 under 
Uso -+- SU2 X SUI5 -+- SU2 X RIo -- SU2 X Ra as given 
in Table III. 

The procedure we have outlined has the advantage 
over the traditional methods of giving the number of 
times a given L value occurs, without requiring the 
complete enumeration of all the states of za, and is 
particularly useful in the systematic investigation of 
the properties of equivalent particle configurations 
having large values of angular momentum. 

The classification of the states of jS may be made in 
a similar manner. A term with total angular momen­
tum J is found for every solution of the equation 

2oe. + {3 = 3j - I - J, (28) 

where, for j - I ~ 2oe. ~ 0, we have 

2j ~ (3 ~ 0 (29a) 

and, for 2j - 2 ~ 2oe. > j - I, we have 

4j - 2 - 4oe. ~ f3 ~ 0. (29b) 

The states associated with the {IS} representation of 
U2i+l are found by replacing Eqs. (25)-(27) by the 
analogous equations 

j - ! ~ x ~ 0, j - ! ~ oe. ~ 0, 
and 

j - ! - oe. ~ {3 ~ 0, 

3oe. + 2{3 = 3j - J or oe. + 2{3 = j - 2 - J, 

oe. + 2{3 = J + j - I, 

and noting that 

{2j} ® {In} = {2j + 1 - n} ® {n}. 

(25') 

(26') 

(27') 

(30) 

VI. NUMBER OF S STATES IN I' 
JuddI4 has shown that, while the Coulomb energies 

of a configuration of equivalent electrons In are 
expressible in terms of just (l + 1) Slater radial 
integrals, the relative Coulomb energies of the terms 
of maximum spin may be expressed in terms of a 
number of parameters equal to the number of S 
states contained in the representation [22] of R 2!+1' 

These parameters correspond to the particular linear 
combinations of the (l + 1) Slater integrals. The 
results obtained for J3 may be applied to give a 
remarkably succinct expression for the number of 
S states that occur in [22] of R21+1 for any I. We obtain 
this result as follows. 

We first note that under U21+1 -+- Rs , the irreducible 
representations {2} and {I2} yield no common terms, 
and hence the product {2}{12} cannot yield an S state. 
But by ordinary S-function multiplication, 

{2}{12} = {2P} + {31} 
and, hence under U2!+1 -+- Rs , neither {2P} or {31} 
can yield an S state. Furthermore, 

{P}{I} = {14} + {2P} , 
from which it follows that the number of S states in 
[14] of R21+1 is equal to the number of times L = I 
appears in the states of maximum multiplicity of za, 
which is itself equal to the number of partitions 
(oe., (3), such that 

3oe. + 2{3 = 21 where I - 1 ~ oe. ~ 2 
and 

1 - 1 - oe. ~ {3 ~ 0, (31) 

a result that follows as a consequence ofEqs. (25}-(27). 
In deriving this result we have made use of the fact 
that the number of S states in [14] of R21+1 is the same 
as that in [4], which follows upon noticing that 

{2}{2} = {4} + {22} + {31} => (1 + I)S, (32a) 
{12}{I2} = {14} + {22} + {212} => IS. (32b) 

Equation (31) can only be satisfied if oe. is even, from 
which we conclude that the number of S states in 
[14] of R2Z+1 is equal to the largest integer T such that 
3T + x = I where I> x. It follows from Eq. (32b) 
that the desired result is that the number of S states in 
[22] of R21+1 is 1- 1 - T. Thus, we may readily 
determine the number of S states in [22] without 
knowing the complete decomposition under 

R21+1 -+- Rs· 
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Complementary upper and lower bounds are derived for the ground-state energies of Hamiltonians 
H = h + V, where V is positive-definite, by considering the SchrOdinger equation in an integral form. 
Some simple applications are presented. 

1. INTRODUCTION 

In this paper, complementary upper and lower 
bounds are derived for the ground-state energy 
E of a Hamiltonian H which can be decomposed in 
the form 

H=h+V. (1) 

It is assumed that the operator V is positive-definite 
and can be regarded as a perturbation to h, which we 
suppose has eigenvalues {En} and normalized eigen­
functions {cPn}' Further, we assume that tp, the 
ground state of H, is approximated by cPo and that E 
lies between EO and E1, the two lowest eigenvalues of 
h, i.e., 

(2) 

Adopting a customary starting point of perturbation 
theories,l we consider the Schrodinger equation 

(h - E)tp = - Vtp 

as an equivalent integral equation 

tp(r) = cPo(r) - f J\,(r, s)V(s)tp(s) ds, 

which is subject to the condition 

E - EO = J cPo(r)V(r)tp(r) dr. 

The operator 

K =! IcPn) (cPnl 
n>O En - E 

is the integral operator with kernel 

X(r, s) = ! cPn(r)cPn(s) . 
n>O En - E 

(3) 

(4) 

(5) 

(6) 

(7) 

For simplicity, let all functions be real. Then X(r, s) 
is a symmetric kernel in the ordinary sense and by 
virtue of (2) it is also positive-definite. 

Recently,2 complementary variational principles 

• On leave from Mathematics Department, York University, 
England. The author is most grateful to the Battelle Institute for a 
visiting Fellowship. 

1 P. M. Morse and H. Feshbach, Methods of Theoretical Physics 
(McGraw-Hili Book Co., New York, 1953), Chap. 9. 

2 P. D. Robinson and A. M. Arthurs, J. Math. Phys. 9, 1364 
(1968). 

have been developed for integral equations of the typ~ 

m{<P(r)} = f X(r, s)<P(s) ds, (8) 

which have symmetric positive-definite kernels, and 
here that theory is applied to Eq. (4). Implicit upper 
and lower bounds are obtained for E, which can be 
simplified to yield explicit bounds in certain instances. 
To illustrate the formulas, they are applied to the 
heIiumlike atom and the perturbed linear oscillator. 

2. COMPLEMENTARY BOUNDS 

Equation (8) reduces to (4) with the substitutions 

<P(r) = V(r)tp(r) 
and 

(9) 

(10) 

The theory of Ref. 2 then shows that the functional 

I(tp) = f cPo(r)V(r)tp(r) dr = <cPo I V Itp) (11) 

has complementary lower and upper bounds 

G('Y) S I(tp) S J(0), (12) 
where 

G('Y) = J [-(V'Y)K(V'Y) - 'YV'Y + 2 cPo V'Y] dr, 

(13) 

J(0) = J [(V0)K(V0) 

+ {cPo - K(V0nV{cPo - K(V0)}] dr, (14) 

and 'Y and 0 are trial functions. That G and J are 
indeed lower and upper bounds is easy to see directly 
from the relations 

I - G = f [{V('Y - tp)}K{V('Y - tpn 

+ ('Y - tp)V('Y - tp)] dr ~ 0, (15) 

J - I = f{{V(0 - tp)}K{V(0 - tp)} 

+ [K{V(0 - tp)}]V[K{V(0 - tp)}]}dr ~ O. 
(16) 

472 
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(The first-order terms in ('I" - 1jJ) and (0 - 1jJ) have 
disappeared from (15) and (16) by virtue of (4) and the 
self-adjointness of K.) Thus from (5), (11), and (12) 
we have the result 

G('I") ~ E - EO ~ J(0), (17) 

which gives implicit bounds for E, since the functionals 
G and J depend on E via the operator K. 

3. SIMPLE EXPLICIT BOUNDS 

If we take as trial functions 

'Y = 0 = OCV-lcpO, 

where oc is an arbitrary factor, then, since 

Kcpo = 0, 

(13) and (14) simplify to give 

G(ocV-1cpo) = 20c - oc2 (CPol V-I 1 CPo) 
and 

(18) 

(19) 

(20) 

(21) 

El being the first-order perturbation correction to 
EO' If we choose 

oc = (CPo 1 V-1ICPo)-1 (22) 

to maximize (20), then the result 

(CPo 1 V-I Icpo)-1 ~ E - EO ~ El (23) 

is obtained. 
The upper bound for E in (23) is well known for 

nonnegative perturbations, and the lower bound has 
previously been fou~d as an example of partitioning 
and projection techniques.3- s The derivation here is 
elementary, and exhibits the complementary nature of 
the bounds. 

An illustration of (23) arises for the ground state 
of a heliumlike system with nuclear charge Z ~ 2, so 
that condition (2) holds. With 

CPo = (Z3/ 7T)e-Z (r1+rBl, V = 1/r12 , 

(23) becomes 

which gives 
-3.0857 ~ E ~ -2.75 

for helium when Z = 2. 

(24) 

(25) 

(26) 

4. BRILLOUIN-WIGNER BOUNDS 

Another simplifying choice of trial function 
involves X (E) , the first-order Brillouin-Wigner cor-

• P.-O. Lowdin, Phys. Rev. 139, A357 (1965). 
'P.-O. Lowdin, J. Chern. Phys. 43, S175 (1965). 
6 J. H. Choi and D. W. Smith, J. Chern. Phys. 45, 4425 (1966). 

rection to CPo. This is defiQ,ed by 

X = -K(Vcpo) (27) 

or, equivalently, as the acceptable solution of the 
nonhomogeneous equation 

(h - E)X = (E1 - v)CPo. (28) 
If we set 

'Y = fJcpo, 0= YCPo, (29) 

then (13) and (14) reduce to 

G(fJcpo) = 2fJE1 - fJS(El - 8s) (30) 
and 

J(ycpo) = El + 2y8s + yS(83 - ( 2), (31) 
where 

82(E) = (x (E) 1 V Icpo) < 0 (32) 
and 

83(E) = (X(E) 1 V Ix(E» > O. (33) 

The signs of 8s and 83 are consequences of K and V 
being positive-definite. Choosing 

El 82 fJ = , I' = - (34) 
El - 82 83 - 82 

to maximize G and minimize J, we obtain from (17) 
the result 

Ei 8~ 
Gmax = ~ E - EO ~ El - = Jmin , 

El - 82 83 - 82 

which may be written in the alternative form 
(35) 

{
II }-1 { 1 8 }-l - - - ~ E - EO - El ~ - - : • 
82 El 82 82 

(36) 

The bounds in (36) are still implicit, because 8s 
and 83 depend on E. However, progress is possible 
because as E increases, 8s(E) decreases, and therefore 
so does the lhs of (36) decrease. Thus by using an 
upper bound E+ for E, e.g., 

(37) 

(or a better one if available) on the left of (36), we get 
an explicit lower bound 

E_'= EO + El + -- - - < E. (38) {
II }-l 

82(E+) El -
Whenever 

(39) 

the rhs of (36) increases as E decreases. Then the lower 
bound E_ can be substituted for E to give a better 
upper bound and this iterative process continued to 
improve both bounds. 
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As an illustration, we consider the linear oscillator 
with 

h = !(X2 - ~) -I. = 7T-!e-h:' € = ~ (40) 2 dx2 ' 'f'0 , 0 "2", 

in the two cases (i) V = lx2 , and (ii) V = AX4
, A > o. 

If we introduce a function/(x) so that 

X=/CPo, (41) 
then (28) gives 

d
2
f _ 2x df + (2E - l)f = 2(V - E1), (42) 

dx2 dx 

which can be solved for/in these cases. The following 
results are obtained: 

(i) Perturbed oscillator; V = AX2 , A > 0: 

El = tA; f= A (1 - 2X2); 
5 - 2E 

e _ A2. e _ 5A3 
• 

2 - - 5 _ 2E ' 3 - (5 _ 2E)2 ' 

_A
2 < E _ t(1 + A) < _A

2 

5 - 2E + 2A - - (5 - 2E) + 5A 

Successive bounds with A = !: 
E+ = 0.6250, 0.6126, 0.6126, 

E_ = 0.6153, 0.6104, 0.6104 

[true E = HI + 2A)t = 0.6124]. 

(ii) Perturbed oscillator; V = AX4 , A > 0: 

El = fA; 

_ A [~ . (13 - 2E) _ 24x2 _ 2X4] . 
f - 9 _ 2E 2 (5 - 2E) 5 - 2E ' 

e
2 

= _3A2[_3_ + _1_J; 
5-2E 9-2E 

e _ 9A
3

[ 39 
3 - 2 (5 _ 2£)2 

+ 56 + 41 J. 
(9 - 2£)(5 - 2E) (9 - 2E)2 

Successive bounds with A = !: 

E+ = 0.6875, 0.6329, 0.6329, 

E_ = 0.5957, 0.5970, 0.5970 

(true E = 0.6209).6 

5. DISCUSSION 

More sophisticated bounds can be derived from 
(13) and (14) by using such trial functions as 

V-l(h - E)Y 
or 

(43) 

(44) 

or optimized linear combinations of them. Lowdin3 

has discussed the use of the Brillouin-Wigner cor­
rections (44) in obtaining bounds; the lo~er bound in 
(35) would seem to be a corrected version of Eq. (134) 
in his paper. However, it is not our aim to present 
highly accurate formulas. These are to be found in the 
tours de force of Lowdin,3.4 and of Bazley and Fox.6 

We are primarily content with emphasizing the 
complementary nature of the bounds G('f") and 1(0), 
and showing how easily they can be derived. 

6 N. W. Bazley and D. W. Fox, Phys. Rev. 124, 483 (1961); 
see also further papers cited in Ref. 3. 
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Frequency Spectrum and Momentum Autocorrelation Function 
for a Simple Lattice 

E. M. BAROODY 

Battelle Memorial Institute, Columbus Laboratories, Columbus, Ohio 

(Received 20 April 1968) 

Calculations are made on the dynamics of a familiar lattice model: the simple cubic lattice with central 
and noncentral harmonic forces between nearest neighbors only. For the case of equal force constants, 
natural extensions are made of existing analytical approximations for the spectrum of squared frequency. 
The behavior of the spectrum near its singular points is described more accurately than before and ex­
pressions are derived which make it easy to obtain the density of modes at any frequency to about one 
part in a thousand. The new description of the spectrum is used to improve existing approximations for the 
classical momentum autocorrelation function for the infinite lattice p( T), and for the function X.( T') used 
by Goodman in calculations on the response of surface atoms in a semi-infinite lattice. Good agreement 
with numerical results of Goodman for T' = 20,25, and 30 is obtained. The results for the spectrum also 
apply to the density of states of electrons in a simple cubic lattice in the tight-binding approximation. 

1. INTRODUCTION 

Probably the most tractable crystal model which 
shows a reasonable three-dimensional vibrational 
behavior is the infinite simple cubic lattice with central 
and noncentral harmonic forces between nearest 
neighbors only. It has the special feature that the 
components of displacement along the three co­
ordinate axes are uncoupled, but in spite of this its 
qualitative implications are similar to those of more 
realistic three-dimensional lattices. The model was 
used as early as 1927 by Waller,! but recent interest 
has followed mainly frC'm work done in the 1950's, 
particularly that of RoseristoctC·

s 
and his collaborators. 

It has frequently been taken as a starting point in 
discussions of the influence of defects on lattice 
dynamics and a number of workers4- 7 have used it in 
calculations of correlation ( or response) functions. 
A substantial part of the work done with the model has 
been reviewed by Maradudin, Montroll, and Weiss.8 

The chief merit of the model is that it has permitted 
many interesting questions to be studied analytically. 
A full plot of the frequency spectrum has apparently 
been obtained only by numerical integration, however. 
Moreover, in his recent work on response functions, 
Goodman7 has used a direct summation over many 
normal modes to fill a gap between approximations 
which apply for early and for late times. The purpose 

1 I. Waller, Ann. Physik 83, 153 (1927). 
2 w. A. Bowers and H. B. Rosenstock, J. Chern. Phys. 18, 1056 

(1950). 
8 H. B. Rosenstock and G. F. Newell, J. Chern. Phys. 21, 1607 

(1953). 
'P. Mazur and E. Montroll, J. Math. Phys. 1, 70 (1960). 
6 R. J. Rubin, J. Math. Phys. 1, 309 (1960); 2, 373 (1961); Phys. 

Rev. 131, 964 (1963). 
• F. o. Goodman, J. Phys. Chern. Solids 23, 1269 (1962). 
7 F. o. Goodman, Surface Sci. 3, 386 (1965). 
8 A. A. Maradudin, E. W. Montroll, and G. H. Weiss, Theory of 

Lattice Dynamics in the Harmonic Approximation (Academic Press 
Inc., New York, 1963). 

of the present paper is to show that, for the case of 
equal force constants, rather straightforward ex­
tensions of existing approximations remove a good 
deal of the need for numerical work. Section 2 provides 
a description of the spectrum of squared frequency 
which makes it easy to calculate the density of normal 
modes at any frequency to about one part in a thou­
sand. This has a double interest since the same function 
gives the density of states for electrons in a simple 
cubic lattice in the tight-binding approximation.9 

In Sec. 3 the available asymptotic approximation for 
the momentum autocorrelation function at long times 
is improved by calculating the terms varying as (-i. 

Until Sec. 4, all of our calculations are for an atom 
in an infinite lattice. There it is shown that the in­
clusion of the additional terms in the asymptotic 
approximation for the autocorrelation function leads 
to good agreement with numerical results of Goodman 
on the response of a surface atom in a semi-infinite 
lattice model. 

2. SPECTRUM OF SQUARED FREQUENCY 
AND ITS MOMENTS 

For this model, the frequency w of a lattice wave 
with propagation vector k is independent of polariza­
tion, all three branches of the spectrum satisfying the 
relation 

w 2 = (21m) 1: y;(1 - cos kja). (2.1) 

Here, m is the mass of a lattice particle, a is the lat­
tice constant, and the quantities Yi (with j = 1, 2, 3) 

• N. F. Mott and H. Jones, Theory of the Properties of Metals and 
Alloys (Oxford University Press, London, 1936). Curve (1) of Fig. 
38a shows this density of states, but with the area under the curve 
equal to 2 (rather than to 1), corresponding to 2 electron states per 
atom of the lattice. The first evaluation of the function in connection 
with lattice dynamics appears to be that of Bowers and Rosenstock. 
(See Fig. 6 of Ref. 2.) 
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are central and noncentral force constants. We state 
basic equations for general values of the force con­
stants, but our calculations deal only with the case of 
equal force constants. 

Letting x = (w/wL)2, where WL is the maximum 
lattice frequency, the spectrum of squared frequency 
may be expressed as a single integralS 

G(x) = (6/-rr) Loo cos 317(1 - 2x) 

X JO('),117)Jo(A'217)Jo()'317) d17, (2.2) 

where '),j = 3Yj/(Y1 + Y2 + Y3) and Jo is the zero­
order Bessel function of the first kind. As this expres­
sion makes clear, the spectrum satisfies G(x) = 
G(1 - x). It is also very helpful to have the Laplace 
transform of the spectrum 

Loo exp (-17x)G(x) dx 

= exp (-17/2)10('),117/6)10('),217/6)10('),317/6), (2.3) 

where 10 is the zero-order modified Bessel function. 
A careful discussion of this equation has been given 
by Peretti.1° 

Spectrum for Equal Force Constants 

For this case the most interesting features of G(x) 
are infinities in slope at x = t and x = i. To con­
centrate attention on these points we write (2.2) in the 
form 

G(x) = G(l) - (6/7T) 

x Loo [cos 17 - cos 317(1 - 2x)]J~(17) d17. (2.4) 

When x is near !- or i, heavy contributions to the 
integral are to be expected from the region of large 'YJ. 

This suggests that a good approximation can be ob­
tained by introducing the asymptotic expansion 

Jo(17) = (~)t[cos (17 - ~) 
+ (8~) sin (17 - ~) + .. J (2.5) 

Using two terms of Po(17) in the integral leads to no 
convergence problems at 'YJ = 0 and, without addi­
tional approximations, yields 

G(x) = G(t) - (18/rr2)(1 - 3x)! + (3/27T2) 

x (4.J2 - 5)(1 - 3x) + (3/1T2)(1 - 3x)f, 

x ~ 1, (2.6) 

10 1. Peretti. 1. Phys. Chern. Solids 12, 216 (1960). 

TABLE I. Coefficients in Eqs. (2.9) and (2.11). 

j C; dl j CI dl 

1 J!. ~ 7 102.13 0.90 . 
2 II ...L 8 248.87 2.20 4. 4. 
3 till /;62~ 9 622.4 5.5 56. 

4 llA1 ~ 10 1588 13.7 6 ... 64. 

5 19.189 0.1861 11 4119 34.3 
6 43.324 0.382 12 10826 87 

and 

G(x) = G(l) - (3/1T2)(3 + 4.J2) + (3J3/1T2) 

x [x!(2 + 3x) + (1 - x)!(5 - 3x)], 

t ~ x ~ i. (2.7) 

Equation (2.6) should be good for the region just 
below x = t; an explicit expression for the region 
just beyond x = i may be obtained by replacing 
x by (1 - x). The actual range of usefulness of these 
expressions is seen below. It turns out that (2.7) is a 
good approximation throughout the indicated range, 
not just very near the end points, as might have been 
imagined. 

We now turn to the region near x = O. An asymp­
totic expansion in ascending powers of x may be 
obtained from the Laplace transform 

Loo exp (-17x)G(X) dx = exp (-17/2)1~(17/6). (2.8) 

Using the asymptotic series for the modified Bessel 
function, and recognizing that for large 17 the major 
contributions to the Laplace integral come from small 
x, one obtains 

G(x) = (6/1T2)(3x)t(1 + C1X + C2X2 + C3X3 + ... ), 
(2.9) 

where the coefficients c j are given through j = 12 in 
Table 1. For large j only a few terms in the cube of the 
Bessel function are important, and one may obtain the 
asymptotic approximation 

. (2j) ! ( 1 9 57 ) 
cj = 3(1)' (2j + 1)(j!)2 1 + 2j + 8l + 16l + ... 

= 3
i
+l (1 _ 1. + 145 + 2933 + ... ). (2.10) 

27Ttjf 8j 128l 1024/ 

This representation of G(x) is well known, but as it 
stands its range of usefulness is small. In seelcing 
improvement we may take into account Eq. (2.6) 
which shows that as x approaches t, the derivative 
G'(x) diverges as 27/1T2(1 - 3x)!. The expression 

G(x) = (6/7T2)(3x)![4(1 - d1x - d2x2 - .•. ) 

- 3(1 - 3x)!] (2.11) 
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TABLE II. Comparison of approximations for G(x). 

x 

0.20 
0.25 
0.30 
0.31 
0.32 

t 

From Eq. (2.11) 
Terms through Terms through 

j = 5 j = 12 

0.6881 
0.8858 
1.182 
1.270 
1.383 
1.745 

0.6880 
0.8853 
1.180 
1.267 
1.380 
1.740 

From Eq. (2.6) 
with 

G(i) = 1.737 

0.70 
0.888 
1.180 
1.267 
1.379 
1.737 

incorporates this feature and may be made consistent 
with (2.9) by proper choice of the coefficients di • 

Values of these new coefficients through j = 12 are 
included in Table I. For j ~ 5, the ratio ci/di exceeds 
100, promising a considerable increase in the range of 
x for which calculations can be made easily. For large 
j, one may obtain the approximation 

3i
+1 ( 15 707 ) di = -- 1 - - - - - . .. . (2.12) 

1617~} 8j 128/ 

To investigate the accuracy of the above approxima­
tions we first observe that G(t) has the valuell 

G(l-) = (~) (ooJ3(1J) d1J = [ 2 J2 = 1.712. 
2 17 Jo 0 rmrm 

(2.13) 

Secondly, Eq. (2.7) shows that as x decreases from l, 
G(x) increases very slowly, reaching 1.712 + 0.025 = 
1.737 at x = t. With this value available, Eqs. (2.6) 
and (2.11) can be compared in the region below x = 1. 
According to Table II, the expressions agree very well 
close to x = 0.30. We have, in fact, arrived at approxi­
mations which make it very easy to compute G(x) at 
any point to about one part in a thousand. It appears 
that for x ~ 0.25, Eq. (2.11) should be used, while 
for x very near t, Eq. (2.6) is needed. 

Moments of the Spectrum 

Knowledge of the Laplace transform of G(x) 
provides a highly convenient way of generating the 
moments 

(2.14) 

Expanding both sides of (2.8) in ascending powers of 
1J and identifying corresponding coefficients yields the 
values through j = 14 which are listed in Table III. 

11 Y. L. Luke, Integrals of Bessel Functions (McGraw-Hill Book 
Co., Inc., New York, 1962). Formula (8) on p. 333 gives twice the 
quantity which we use. A suspected error in the statement of the 
formula was confirmed by evaluating the integral of the cube of 
Jt(TJ) = (2/1T1])t sin 1]. 

For large j, the major contribution to (2.14) comes 
from x near unity. Using this fact along with (2.9), and 
recalling G(x) = G(1 - x), one obtains the asymp­
totic relation 

. = (2)~ (1 + 1 + 313 + 13,257 + ... ). (2.15) 
1', 17j 8j 128/ 1024l 

For j = 15, this approximation is correct to about 
4 parts in a thousand. This is useful since, in some 
applications, the higher moments do not need to be, 
known to great precision. 

3. CLASSICAL MOMENTUM AUTOCORRELA­
TION FUNCTION 

The function of interest is 

2" 

peT) = (8173)-1 fff cos XlT dOl d02 d03, (3.1) 

o 

where T = W Lt is the dimensionless time variable used 
by Mazur and Montroll,4 and e is the product of the 
wave vector k and the lattice constant. The function 
may be interpreted as the momentum of a particle at 
time T, given an initial state in which this particle had 
unit momentum in its equilibrium position and all 
other particles were at rest in equilibrium positions. 
Integration over a surface of constant frequency 
yields a single integral involving the frequency spec­
trum 

peT) = f G(x) cos X-fT dx. (3.2) 

Expansion of the cosine gives 

(-l)i l'iT2i 

P =! (2j)! ' (3.3) 

where the quantities I'i are the moments defined in 
(2.14). This expression is very suitable for small T and 
can be used without too much difficulty up to T = 10. 
Beyond this point one would like to depend upon the 
approximations suitable for large T which are now 
discussed. 

TABLE III. Moments of the spectrum of squared frequency. 

j fli j fli 

1 1/2 8 0.04558853 
2 7/24 9 0.03777040 
3 3/16 10 0.03190726 
4 149/1152 11 0.0273970 
5 217/2304 12 0.0238498 
6 17813/(12)" 13 0.0210092 
7 28031/2(12)" 14 0.0186861 
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Introducing y = x! = W/WL gives 

P = f g(y) cos yT dy, (3.4) 

where g(y) = 2yG(y2). According to the theory of 
Fourier transforms the behavior of P at large T is 
determined by the form of g(y) near its singularities 
(infinities in derivatives) at the three points (1)!, 
(1)!, and 1. Lighthill12 discusses this theory and, in his 
Theorem 19 (p. 52) and Table I (p. 43), provides 
specific guidance in the calculation of asymptotic 
terms. 

When the brief calculations are carried through for 
the singularity at y = C!i, the corresponding con­
tribution to P is 

PI = 3t(~)i 

x [cos (;3 + ~) - 1~:3 sin (;3 +~) 1 
(3.5) 

Equation (2.6) has been used, the important terms 
being those involving (1 - 3x)! and (1 - 3x)i. Since 
G(x) = G(1 - x), the relation 

g(y) = 2yG(1 - y2) 

can be applied in working with the singularities at 
(f)! and 1. Just beyond (i)!, the relevant terms ing(y) 
are -(36y/172)(3y2 ..... 2)! and (6y/172)(3y2 - 2)i. These 
lead to 

Pa = (24i(~)i[sin ((~)\ + ~) 

+ :T G)! cos ((~l T + ~) 1 (3.6) 

A similar use of (2.9) for the singularity at y = 1 
yields 

Pa = - (:T)lcos (T +~) + (~:) sin (T + ~) 1 
(3.7) 

The sum P = PI + Pa + Pa gives an asymptotic 
expansion which is correct through terms of order 
T-i. The main terms (those involving T-i) were 
calculated earlier by Mazur and Montroll working 
with an integral in wave-vector space and similar 
calculations have been made by Goodman. The 
additional terms, however, are new. 

12 M. J. Lighthill, Fourier Analysis and Generalised Functions 
(Cambridge University Press, Cambridge, England, 1958). 

TABLE IV. Values of p(T) at some intermediate times. 

From asymptotic approximation 
T From Eq. (3.3) Main terms only All terms 

10 
11 
12 
13 

0.181 
-0.0655 
-0.199 
-0.180 

0.208 
-0.043 
-0.179 
-0.165 

0.199 
-0.072 
-0.215 
-0.193 

Table IV lists some values of p(T) for the range 
T = 10 to T = 13. The first column follows from Eq. 
(3.3), enough terms being used to yield accurately the 
number of places stated. The later columns are based 
on the asymptotic approximation P = PI + Pa + Pa· 
It is seen that the terms of order T-! improve the 
approximation a little, and that the final results are 
correct to about 10%. In this range of T, the asymp­
totic approximation is of help, but it is not yet entirely 
satisfactory. In the next section, comparisons are 
made involving a related function, Goodman's 
Xa( T'), at a substantially later time. There the T-! 
terms improve the approximation greatly and agree­
ment to 1 % or better is obtained. 

4. EVALUATION OF GOODMAN'S FUNCTION 
XS(T') 

Goodman's calculations on the dynamics of the 
lattice model under discussion were part of his study 
of the theory of thermal accommodation coefficients. 
For this reason he was particularly interested in a 
function Xa which gives the displacement of a surface 
atom in a three-dimensional semi-infinite lattice at 
some time, the initial disturbance having been a unit 
velocity of this atom perpendicular to the lattice 
surface. He used a dimensionless time variable (which 
we deaote by T') which is related to the variable T of 
Mazur and Montroll4 by T' = T/(3)!. In this notation 
the momentum autocorrelation function of a surface 
atom is dXa/dr'. 

Goodman6 developed a relationship between the 
autocorrelation function of a surface atom in the semi­
infinite model and that for an atom deep in the interior. 
In the no1jtion of the present paper, this relationship 
becomes 

_3 = 2 (1 - x)G(x) cos (3x)lT' dx. dX il 
dr' 0 

(4.1) 

This quantity may be obtained from our p(T) by 
calculating 2(p + d2p/dr2) and replacing r by (3)lT'. 
An integration then gives Xa( r'). At early times, 

Xa(r') = T' - (5T'S/24) + (r'5/64) - .. " (4.2) 

in agreement with Goodman. For late times, use of 
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(3.5), (3.6), and (3.7) gives 

Xa(T') = 2(~y 
X {[2 sin (T' + ~) - 2t cos (~2 T' + ~) ] 

1 [ ( TT) + 53(8
t
) - -:; 1 cos T' + 4" 16 

x sin (~2 T' + ~) 

- (27)tcos (~3T' + ~)J}. (4.3) 

The terms decreasing as T'-~ agree with those given by 
Goodman in Eq. (5.22) of Ref. 6; the terms involving 
T'-t are new. 

For a range of intermediate times, Goodman felt 
that neither of the approximations available to him 
was adequate. Accordingly, he later (see Ref. 7) 
carried out calculations of Xa( T') by a direct summa­
tion over a large number of normal modes. This is 
equivalent to a numerical evaluation of the integral 

2" 

o 
x sin (3x)tT , del d()2 dea, (4.4) 

which follows from our Eq. (3.1). As a check of 
accuracy, Goodman actually made two calculations in 
which the summations were carried over Ma = 1000 
and Ma = 1728 normal modes. The accompanying 
Table V compares values from Table II of Ref. 7 with 

TABLE V. Values of Goodman's function X3(T'). 

From Eq. (4.3) 
Main terms Goodman's values 

T only All terms M= 10 M= 12 

20 0.0307 0.0324 0.032099 0.032099 
25 0.00975 0.0120 0.011942 0.011943 
30 -0.01257 -0.01235 -0.012409 -0.012293 
35 -0.0151 -0.0150 -0.018594 -0.015004 
40 -0.0029 -0.0030 -0.027946 -0.003576 

values computed from our Eq. (4.3). For T' = 20, 
25, and 30,agreement to 1 % or better is obtained. For 
T' = 35 and 40, discrepancies between results for 
M = 10 and M = 12 indicate a failure of Goodman's 
method, as he has pointed out. This is expected at 
sufficiently long times since calculations using a 
limited number of modes cannot reproduce accurately 
the effects of the singular points in the frequency 
spectrum. It is interesting to note that at T' = 35 the 
result for M = 12 is still good. 
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A finite cylindrical antenna which is imbedded in a concentric dielectric rod has been investigated by 
employing a rigorous formulation. When the antenna is relatively short, a numerical method is used; 
when the antenna is long, the Wiener-Hopf technique is applied. In both cases the input admittance and 
the current distribution are obtained. It is found that the input conductances are larger than for the 
corresponding free-space antennas, the field patterns tend to be more broadside and, as the antenna gets 
longer and longer, the locus of the input admittance becomes a circle instead of converging to one point 
as it does for a bare cylindrical antenna. The first method is applicable regardless of the thickness of the 
antenna and the dielectric rod; the second method can be applied only to a sufficiently long antenna. 
The minimum length is determined by the thickness of the dielectric rod. This study is limited to thin 
antenna in rather thick dielectric cylinders. However, the dielectric rod is still not thick enough to 
support a transverse magnetic (T.M.) mode. 

I. INTRODUCTION 

In a cylindrical dielectric-coated antenna with in­
finite length,I the current can be separated into two 
parts: the radiation current which is associated with 
the radiation field, and the transmission current which 
is associated with the Goubau surface wave. The 
finite dielectric-coated antenna was first discussed 
by Wu2 who showed that, when both the coating and 
the antenna itself are very thin, the current distribu­
tion differs very little from that of a thin bare dipole in 
free space and can be expressed in a form equivalent 
to that for a thin dipole with slightly modified radius 
and with a surface impedance. As the dielectric 
coating becomes thicker and thicker, changes are to 
be expected. For a very thick dielectric rod, the 
current in the antenna should behave more or less 
like that in a homogeneous infinite dielectric medium. 
However, due to the complexity of Green's function, 
an exact solution is very difficult to obtain. 

In this study, an exact integral equation for the 
current in a finite dipole in an infinitely long dielectric 
rod was formulated and solved by a numerical method. 
The accuracy depends on the number of points taken_ 
and the accumulated round-off error. For a reason­
able number of points, the results show excellent 
agreement with experiments; they are consistent with 
the prediction made from the infinite antenna. That is, 
when the dielectric layer is thick the current is domi­
nated by the transmission current.! In principle, the 
method can be applied to an antenna of arbitrary 
length. However, due to the restricted number of 
storage locations available in a computer, it is limited 

• This work was supported in part by the Office of Naval Re­
search under Contract Nonr-1866 (32), and by the Division of 
Engineering and Applied Physics, Harvard University. 

1 C. Y. Ting, Radio Sci. 2, 325 (1967). 
2 T. T. Wu, J. Math. Phys. 2, 550 (1961). 

to the relatively short dielectric-coated cylindrical 
antenna. To overcome this difficulty a new method is 
developed for a long dielectric-coated cylindrical 
antenna. This makes use of the factI that the radiation 
current decays very quickly and can be neglected at the 
end of a long dielectric-coated antenna when compared 
with the transmission current. If the reflection 
coefficient of the transmission current is then found, 
the characteristics of the antenna can be determined. 

n. FORMULATION OF THE INTEGRAL 
EQUATION 

One way to formulate the integral equation for the 
current in a finite antenna is to derive Green's function 
first. Suppose there is a ring delta-function current 
source with radius a, oriented in the z direction inside 
a concentric dielectric rod with radius b as shown in 
Fig. lea). Rotational symmetry is assumed, and only 

z 

I I 

I I 1][ .III. 
I I 

--t 20 I--­
I I 

2b 

(0) 

z 

(b) 

FIG. 1. Schematic diagrams of a ring delta source (a) and a finitf 
dipole (b) in an infinite dielectric rod. 
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the z component of the vector potential, G = Gz, i~ 
excited. The vector potential G in the dielectric medium 
and in free space resulting from this delta-function 
source satisfies the following wave equations: 

1 0 (OG) 02G 2 1-'0 .It ) - - r - + - + klG = - - u(z)tJ(r - a , 
r or or OZ2 27Tr 

0< r < b, (1) 

.! ~(r OG) + 02G +~~G = 0, b < r < 00, (2) 
r or or OZ2 

where kl = W{fto£l)t, ko = w(l-'o£o)t, 1-'0 and £0 are the 
free-space permeability and dielectric constant, and 
£1 = £r£O is the dielectric constant in the dielectric 
medium. The time dependence is e-iaJt

• Let the Fourier 
transforms of (1) and (2) be taken according to the 
relations 

F(k) = L: F(z)eikZ dz, (3a) 

F(z) = ~ Loo F(k)e-ikZ dk. (3b) 
27T -00 

The Fourier-transformed solutions of (1) and (2) are 
given by 

0< r Sa, (4) 

(5) 

b < r < 00, (6) 

where ~ = (k~ - k2)t, c/> = (k~ - k2)t. By means of 
the boundary conditions: (a) tangential electric field 
continuous at r = a, (b) tangential magnetic field 
discontinuous at r = a by the delta-function current 
source, (c) tangential electric field continuous at 
r = b, and (d) tangential magnetic field continuous at 
r = b, the constants Cl , C2 , Ca, and C4 can be 
evaluated. Green's function in each region may also 
be found. In region I, where 0 < r S a, it is 

G (k r) = _ l-'oJo(~r) 
1 , 4D(k) 

X ([£rc/>YMb)H~l)(c/>b) - ~Yo(~b)Hil)(c/>b)]Jo(~a) 

+ [Uo(~b)Hil)(c/>b) - £rc/>Jl(~b)H~I)(c/>b)]Yo(~a)}. 
(7) 

In region II, where a S r < b, it is 

G (k r) = _ l-'o1o(~a) 
2 , 4D(k) 

X ([£rc/>Yl(~b)H~l)(c/>b) - ~Yo(~b)Hil)(c/>b)]Joar) 
+ [Uo(~b)Hil)(c/>b) - £rc/>Jl(~b)H~l)(c/>b)]Yo(~r)}. 

(8) 

IMAGINARY AXIS 

k-PLANE 

BRANCH CUT 

-k, -ks -ko SIMPLE POL C 

ks:, REAL 
t;IMPLE POLE ko 

AXIS 

BRANCH CUT C' 

A~-k2= ilk2 -k6 h2_k~ --k as k ..... oo 

_.l!. < Arg Ik 2-ko
2 <!!... 

2 2 

Fro. 2. Integration paths C, C' and singularities on k plane. 

In region III, where b < r < 00, it is 

where 

In order to invert (8) from the k domain into the real 
z domain, the singularities of (8) on the complex k 
plane must be carefully investigated. The only two 
branch points are at k = ±ko. Points at k = ±kl 
are not branch points, but are two simple poles. This 
can be recognized easily by employing a small­
argument expansion for the Bessel functions with 
arguments ;a and ;b in (8). The leading term is 

lim G2(k, a) 
k-+±kl 

The numerator of (8) is the characteristic equation of 
a Goubau line; therefore, (8) has two zeros which are 
designated at ±k.. Other poles can be found by 
locating the zeros of the denominator. Note that 
D(k) = 0 is the characteristic equation of a dielectric 
waveguide. If the branch cuts are drawn in the manner 
shown in Fig. 2 and the same sequence of steps is 
followed that is described in two papers,1.3 similar 
conclusions can be drawn. They are: 

(a) There is no pole on the real axis in the range 
kl < Ikl < 00; 

3 c. Y. Ting, "A Theoretical Study of Dielectric-Coated Cylindri­
cal Antenna," Croft TR 506, Harvard University, 1966. 
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(b) There is no pole on the real axis in the range 
ko < Ikl < kl for (k~ - k~!b < 2.405; 

(c) There is no pole on either side of the branch cuts; 
(d) There is no pole in the domain of very large 

Ikl including infinite; 

G2(z, a) = .!.lC2(k, a)e-ikz dk 
2'17 c 

(e) By taking the limit as kl -- ko, it can be proved 
that there is no pole on the finite complex k plane. 

With this information, and for z > 0, the Fourier­
inverse contour can be closed in the lower half-plane 
and Green's function expressed as follows: 

. /loEr(k~ - k~)!Ko[(k~ - k~)!b]eikllzl - l--------~~~~~--~~--~~--------~--

- 2'ITbkl{2Kl[(k~ - k~)!b] + El(k~ - k~)!bKo[(k~ - k~)!bn 
+ . (kO /loErfJo(Qa)]2e i "'Z dx 

1Jo 'IT3b2{[QJoCQb)J1(Pb) - ErPJl(Qb)Jo(Pb)]2 + [QJoCQb)Y1(Pb) - ErPJl(Qb)Yo(Pb)]2} 

+ ('" /loErfJo(Va)]2e-IiZ dy 
Jo 'IT3b2{[V JO(Vb)Jl(Ub) - ErUJl(Vb)Jo(UbW + [V JO(Vb)Yl(Ub) _ EPJl(Vb)Yo(Ub)]2} ' (12) 

where 
Q = (k~ - x~!, P = (k~ - X2)!, U = (k~ + y2)!, V = (k~ + y2)!. 

The first term comes from the residue at -kl; the 
second and the third terms come from the branch cut, 
as shown in Fig. 2. 

Once the Green's function is known, it is possible to 
proceed to analyze the finite antenna. As shown in 
Fig. l(b), a finite tubular dipole is imbedded in an 
infinite dielectric rod with a delta generator at z = o. 
From the condition that the tangential electric field 
vanish on the surface of the antenna, Hallen's integral 
equation is obtained. It is 

4'17 ih -- A. = I(z')K(z - z') dz' 
/lo -10 

= i4'IT[C cos k1z + ~ sin kllZIJ, '1 2 
(13) 

where '1 = (/lo/El)!' C is a constant to be determined 
by the condition that the current vanish at z = ±h, 
and 

K(Z - z') = ~ i oo 
C2(k, a)e-ikCz-z'J dk 

/lo -00 

= 4'17 G2(z - z', a). 
/lo 

(14) 

The contour C of the Fourier-inverse integration 
can go either above -kl and below kl as shown in 
Fig. 2, or the other way around. The answer is the 
same. This has been discussed in an earlier paper.3 

III. A NUMERICAL METHOD 

Equation (13) is an exact integral equation for the 
model shown in Fig. l(b). When klb« 1, the small­
argument expansion of the Bessel functions can be 

used to approximate the kernel. This is discussed by 
WU,2 who predicted that the current distribution when 
both the antenna and the coating are very thin should 
be close to that in a free-space dipole. On the other 
hand, it is interesting to know the change in the 
current distribution when the coating gets thicker. 
Since no simple approximation can be made for the 
kernel, it is difficult to obtain even an approximate 
solution. The method employed here is a numerical 
one given by Young.4.5 In his two papers, first integrals 
of the product of two functions f(x) and g(x) are 
expressed in the form 

(15) 

where Xl, X2, ••• , Xn are the n abscissas with which 
are associated weights Yl, Y2,···, Yn' and R is a 
correction term. It has been shown that by expanding 
f(x) in a Taylor's series about the midpoint of the 
interval between a and b and by equally spacing the n 
abscissas, i.e., Xn - Xn-l = X n- 1 - X n-2 = ... = 
X2 - Xl = t, the y's can be expressed in a matrix 
form. For instance, for n = 3, they are 

where 

[Yl] [0 -1 l]r~ll 
~: =~~ ~ -~W' 
1 Jb /l8 = - (x - X2)8g(X) dx, 
t8 

a 
s = 0, 1,2. 

(16) 

• Andrew Young, Proc. Roy. Soc. (London) A224, 552 (1954). 
• Andrew Young, Proc. Roy. Soc. (London) A224, 561 (1954). 
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The remainder term R is proportional to the fourth 
derivative of f(x) within the interval. The next step is 
to apply the approximate product integration (15) 
to the numerical solution of integral equations. To 
begin with, because of the symmetry of the current 
fez) = f( -z), Eq. (13) may be rewritten as 

J:I(ZI)[K(Z - z') + K(Z + z')] dz' 

= i~: (c cos kIz + f sin kIIZI). (17) 

The interval (0, h) may be divided into / subintervals. 
Within each subinterval, an approximation of the 
type (15) is used. That is, by expanding the current 
fez) in each subinterval into a quadratic form (or 
n = 3) about the midpoint of the subinterval, the 
right-hand side of (17) becomes 

f/(Z')[K(Z - z') + K(Z + z')] dz' 

_ {l2t+ (4t+ (6t+ ... + (21t } 
o J2t J4t J2(H)t 

X I(Z')[K(Z - z') + K(Z + z')] dz' 
I 

= 2 {yi(z)I[(2j - 2)t] 
1=1 

+ y4(z)/[(2j - l)t] + y~(z)/(2jt)}, (18) 

where t = h121. By defining 

1 it I'..(mt) = tn- I _tn-1K(mt - z') dz' 

= (-I)n- ll'n( -mt), (19) 
.~ 

with n = 1,2,3, and m = 0, 1, ... , 4/- 1, all the 
is in (18) can be expressed in terms of the I"s. 
According to the relation (16), they are 

yi(z) = t{ -1'2[Z - (2j - l)t] + 1'2[Z + (2j - l)t] 

+ I'a[z - (2j - l)t] + I'a[z + (2j - l)tJ), 

(20a) 

yi(z) = I'l[Z - (2j - l)t] + I'l[Z + (2j - l)t] 

- I'a[z - (2j - l)tJ - I'a[z + (2j - l)tJ, 

(20b) 

yg(z) = HI'2[Z - (2j - l)t] - 1'2[Z + (2j - l)t] 

+ I'a[z - (2j - l)t] + I'a[z + (2j - l)tJ). 

(20c) 

Now let Z = mt in (17) together with (18), and let m 
change from 0 to 2/. In this manner a set of 21 + 1 
linear equations are generated with 21 + 1 unknowns. 
Since the current vanishes at z = 21t, there are only 
21 unknowns for the current plus an unknown constant 

C. In matrix notation, 

[A][/] = [G], (21) 

where [f] and [G] are 21 + 1 by 1 column matrices. 
Their transposed forms are 

[I]T = [leO), I(t), 1(2t), ... , 1(21t - t), C], (22) 

[G]T = [0, sin (kIt), sin (2kl t), ... , sin (21klt)J. (23) 

[AJ is a 21 + 1 by 21 + 1 square matrix whose 
elements Ap,'l are given by 

q = 1: 

q = even number: 

q = odd number: 

q = 21 + 1: 

Ap,l = y~(pt), (24a) 

Ap,Q = yg/2(pt) + y~/2+1(pt), 
'(24b) 

AM = y~'l+1)/2(pt), (24c) 

A p,21+1 = (i47Tl'l) cos (pklt). 

(24d) 

The y's are given by (20); they are all complex quan­
tities. If the square matrix [A] is inverted, the numeri­
cal value of the current and constant C are immediately 
obtained. Thus, 

[I] = [A]-l[G]. (25) 

It is noted that all of the constants I' given by (19) 
are in double-integral form. By interchanging the order 
of integration, one of them can be carried out easily 
and the other is left for the computer. Explicit for­
mulas for the I"S can be found in the appendix of 
Ting's paper.a 

IV. NUMERICAL RESULTS 

Computations have been made with an IBM 7094 
computer. Since many integrations of Bessel functions 
are involved in generating the constants I' and then the 
matrix elements Ap,Q' a considerable length of time is 
required in order to achieve one curve of the current 
distribution. Fortunately, a way has been found 
which can save much computing time and give a 
number of curve~ simultaneously. Beginning with the 
longest antenna to be investigated, the length h is 
divided into 1 subdivisions as described before, and 
the 21 + 1 by 21 + 1 matrix [A] is formed. Then, for 
shorter antennas with length h - (h/I)n, n = 1, 
2, ... , 1 ...t. 1, the matrix elements Ap,'l in each case 
are precisely the same as before except in the last 
column, which should always retain cosine terms. 
The only significant change is that the order of the 
matrix shrinks by two each time n is increased by 1. 
Consequently, once the 2/ + 1 by 21 + 1 matrix is 
formed by redefining the last column each time, the 
current distributions for I different lengths are obtained 
almost simultaneously. 
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FlO. 6. Theoretical input ad­
mittance €r = 3.0, koQ = 0.04 and 
experimental input admittance 
€r = 3.2, koQ = 0.04. 
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Some typical results have been obtained for €r = 
3.00, koa = 0.04, kJz = 317/2, I = 24, and three 
different thicknesses of the dielectric coating, namely, 
b/a = 2, 4, and 8. For each case the current distri­
butions for 24 different lengths have been obtained, 
of which only kJz = il7, 17, trr are shown in Figs. 
3-5. Also shown in Figs. 3 and 4 are the experimental 
curves by Lamensdorf.6 They provide an excellent 

• The experimental data are obtained from D. Lamensdorf, who 
used a dielectric sleeve which was much longer than the antenna 
itself, and in close contact with it. Experimental results show that 
the length of the sleeve is not important. so long as it is much longer 
than the antenna. (See Ref. 9.) 

check on the theory. Note that when the antenna 
becomes longer, beautiful standing waves are formed 
along them as shown in Fig. 5. The wavelengths are 
close to the surface wavelength, especially when b/a is 
as large as predicted in Ting's paper.l 

Another interesting part of the results is the input 
admittance. Since calculations are based upon the 
assumption that the voltage across the delta generator 
is I, the real part of the current at z = 0 is the input 
conductance, and the imaginary part at z = 0 is the 
input susceptance. Figure 6 shows the curves of the 
input admittances as the length of the antenna changes. 
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Experimental points by Lamensdorf6 are superimposed 
on them. It is noted that the input conductances agree 
very well, but not the input susceptances. The reason 
is simple. Since a delta generator at z = 0 was assumed, 
the input susceptances should theoretically be infinite 
at z = O. Therefore, the more points that are taken in 
the calculation of the current distribution, the higher 
the input susceptance is. Nevertheless, the general 
shape of the input susceptance curve, obtained in the 
manner previously described, is still good. If one point 
is calibrated the rest are known. 

Comparisons with free-space dipoles? are also 
interesting. In general, the input conductances are 
larger for dielectric-coated antennas and the input 
susceptances are more inductive. This is because the 
antenna is effectively thicker in the dielectric rod than 
in free space. The resonant and antiresonant lengths 
are shorter for dielectric-coated antennas. In other 
words, the effective length of an antenna in a dielectric 
rod is greater than that in free space as was anticipated 
before performing any calculations. 

There is an interesting characteristic for the case 
bla = 8. Owing to the interaction of the two kinds of 
standing wave, i.e., the radiation and the transmission 
formed along the antenna, the second resonant peak 
is greater than the first resonant peak. This has also 
been verified by experiment. 

V. FIELD PATTERNS 

Once the current is known, the far-field pattern can 
be calculated easily. The transformed vector potential 
in region III, Oa(lc, r), resulting from a ring delta 
source,is given by (9), so that the () component of the 
magnetic field in this region resulting from this ring 
delta source can be expressed as follows: 

oOa(k, r) = ~floJo(~a)Hp)(cpr) (26) 
or 2wbD(~ 

The actual magnetic field due to this ring delta source 

is the inverse Fourier transform of (26). By superposi­
tion, the total magnetic field Ba8 due to current in the 
whole antenna is 

Bse = J:/(Z') dz' 

X ( ~flo J (~a)H(l)(.J..r)e-ik('-") dk. (27) 
J.4w2bD(k) 0 1 't' 

It is now convenient to change to spherical coordi­
nates (R, 0, <1», with z = R cos 0, r = R sin 0 in 
(27). Then, as R --+ co, (27) becomes 

lim BS8 = lim fez') dz' roflO"o roa e e ih f. I: 1 (I: ) ik.' -Ii .. 

R-+oo R-+oo -h • 4w2bD(k) 

X ( 2 )* eiRe</> Bin@-kooBe)dk.(28) 
wcpR sin 0 

The method of steepest descents applies. The evalua­
tion of the integral (28) at the saddle point k = 
- ko cos 0 gives 

lim Ba8 = eikOR[-~flolo(~a)J (h l(z')e-iko" COB 0 dz', 
k-+oo 2wR D(k) J-h 

(29) 

where the square bracket is evaluated at k = 
-ko cos 0. The Poynting vector in the far field is, by 
definition, 

S = (2flo)-lEa X B: = [2flo(flo€o)!]-1IB381
2

, (30) 

if the field factor is defined as (4wk2S)! which can be 
expressed as follows: 

Fr(0) = (4v15 wR/flJ IBs81. (31) 

To use the numerical solution to calculate the field 
factor, use is again made of the approximate method 
described in Sec. III of dividing the antenna into I sub­
divisions (same number as before). Within each 
subdivision the current is approximated by a quadratic 
form, and the integral involved in (29) can be put in 
the form (18). T.fie final result is 

(0) = 1 2JI5 ~tJo(~a) 1 
Fr w[~bJo(~b)m1)(cpb) - €rcpbJl(~b)H&1)(cpb)] k=-kocOB0 

where t = hl21 as before and 

yf = -#2(j) + #a(j), y4 = 2#1(j) - 2#aCj), 

y~ = fl2(j) + #a(j), (33) 

#1(j) = oo-1{sin (2joo) - sin [(2j - 2)oo]), (34a) 

7 R. W. P. King, The Theory of Linear Antenna (Harvard Univer­
sity Press, Cambridge, Mass., 1956). 

X 1 ~/YiI(2jt - 2t) + y~f(2jt - t) + yM(2jt)] I, (32) 

#2(j) = oo-2{cos (2joo) + 00 sin (2joo) 

- cos [(2j - 2)00] + 00 sin [(2j - 2)oo]) , (34b) 

#3(j) = oo-a{2oo cos (2joo) 

+ (00 2 
- 2) sin (2joo) + 200 cos [(2j - 2)00] 

- (002 
- 2) sin [(2j - 2)oo]), (34c) 

00 = tko cos 0. (35) 
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Numerical calculations have been carried out with 
the above two methods for koh = !7T and b/a = 2, 4, 
8. Results are shown graphically in Fig. 7. The study 
of these curves shows that the field patterns obtained 
from (32) and (37) have the same shape but that their 
magnitudes differ somewhat, depending on the 
thickness of the dielectric cylinder. The field pattern 
of the dielectric-coated antenna has greater broadside 
characteristics than that of the free-space dipole, and 
this property becomes more prominent as the dielectric 
is made thicker. Although a part of the imaginary part 
of the current has a reversed sign, there is no minor 
lobe because the antenna is still shorter than one 
wavelength in free space. The contribution to the 
field by the time-varying polarization in the dielectric 
cylinder is very small compared with that by the 
current in the antenna itself [the difference between 
(32) and (37)], and this difference is roughly pro­
portional to the thickness of the dielectric layer. If the 
dielectric layer is not extremely thick, as in cases 
previously discussed, the contribution by the polari­
zation can be neglected for engineering purposes. 

VI. LONG DIELECTRIC-COATED CYLINDRICAL 
ANTENNA 

As the antenna gets longer, a larger computer is 
110' 

110' 140' 160' 180' 160' 140' 110' 

----- COMPLETE SOLUTION 
- -- - - - SOLUTION EXCLUDING POLARIZATION 

FIG. 7. Field patterns €r = 3.0, koa = 0.04, koh = fn". 

liD' needed to solve the problem numerically and, also, 
the computing time becomes considerably longer. 
Fortunately, a new method has been developed with 
which the problem can be solved much more easily. 
It was shown in Ting's paper! that, in an infinite 
cylindrical antenna with a reasonably thick dielectric 

The use ofthe numerical value of/(mt), m = 0, 1, ... , 
21, obtained from Sec. IV, in Eq. (32) yields the field 
pattern. 

It is interesting to know the contribution from the 
conduction current on the conducting tube and the 
contribution from the polarization in the dielectric 
cylinder. The latter is excluded if the free-space 
Green's function is used; the far field can be expressed 
as 

- iPoko sin 0eikoR 

BaoCR ~ (0) ,.....,--..!-::-"-----
47TR 

X (" I(z')e- ikOZ' cos EI dz' 
J-II 

and the field factor is 

Fr(0) = ";15 kot sin 0 

(36) 

X I itrYiI(2jt - 2t) + yiI(2jt - t) + y~I(2jt)] I· 
(37) 

coating, the radiation current excited by a delta 
generator is much smaller than the transmissiort 
current except when very close to the generator. Also, 
its rate of decay is greater, initially, than an exponential 
rate; it becomes 1/z2 asymptotically. Therefore, if the 
antenna is long enough so that the radiation current 
can be neglected at the ends and if the reflection 
coefficient of the transmission current can be found, 
then the problem is solved. 

In order to find the reflection coefficient of the 
transmission current, a model of Fig. 8 is considered. 

-- IksZ--
-e 

eo· fLo 

FIG. 8. A schematic diagram of a semi-infinite perfectly conducting 
tube in an infinite dielectric cylinder. 
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A semi-infinite perfectly conducting tube terminated 
at z = 0 and imbedded in an infinite concentric 
dielectric cylinder is used. Again the conducting tube 
has the radius a, and the dielectric cylinder has the 
radius b and the dielectric constant El' A Wiener­
Hopf method similar to the work of Levine and 
Schwinger!! is used. Assume there is an incident 
transmission current e+ik,. traveling from z = - 00 

toward z = 00, where k. is the Goubau surface 
wavenumber defined in the same manner as before. 
After the reflection of the incident current at z = 0, 
the scattered current can be expressed as follows: 

fez) = {R e-
ik

,. + g(z), z:::;; 0, (38) 
_eik,., z ~ 0, 

where R is the reflection coefficient of the transmission 
current, g(z) is some unknown function which consists 
of the radiation current on the outside, and the attenu­
ated waveguide-mode current on the inside of the tube, 
generated by the reflection of the incident transmission 
current. Both of these are assumed to suffer rapid 
attenuation; note that _eik,. cancels out the incident 
current eik, •• Since there is no conducting tube on the 
side z > 0, there is no conduction current there. The 
boundary condition for a vanishing current at z = 0 
requires R = - [1 + g(O)]. The Fourier transform of 
(38) is 

l(k) = [ 1 ] + [ R + G_(k)] , 
i(k + k.) + i(k - k.) -

(39) 

where the plus and minus subscripts indicate the plus 
and minus functions defined by 

F+(k) = 1') F(z) eikz dz, (40a) 

F_(k) = f<XlF(Z) eik
• dz. (40b) 

F+(k) is analytic in the upper half k plane and F_(k) is 
analytic in the lower half k plane. They have a common 
analytic region which shrinks to the real axis. 

The Fourier-transformed Green's function K(k) 
for the z component of the electric field at r = a is 

K(k) = (iW~2/kDG2(k, a), (41) 

where G2(k, a) is given by (8). The singularities of 
K(k) are the same as in G2(k, a); this is discussed in 
Sec. II. Note that two poles at k = ±kl have been 
canceled out. 

From the boundary condition that requires the 
tangential electric field to vanish on the surface of the 

8 H. Levine and J. Schwinger, Phys. Rev. 73, 383 (1948). 

perfect conductor, a Wiener-Hopf-type integral equa­
tion is formulated as follows: 

J<Xl f(z')K{z - z') dz' = {O, z < 0, (42) 
-00 E(z), z > 0, 

where E(z) is an unknown function of the tangential 
electric field for z > 0. The Fourier transformation of 
both sides of (42), with the assumption that E{z) is 
Fourier integrable, gives 

[ 
1 ] + [ R + G_(k)] = E+(k) . 

i(k + k.) + i(k - k.) - K(k) 

(43) 

I/K(k) has two branch points at ±ko, two simple 
poles at ±k., and an infinite number of simple poles 
on the imaginary axis which makes Jo( ~a) = O. Let 
l/K{k) be split into a product of a plus and a minus 
function as follows: 

where the two poles at ±k. have been separated out 
for simplicity. P+{k), Q_{k) are given by 

P+{k) = exp [~Joo In [(A2 - k~)/ K{A)] dA], 
2m -00 A - k 

1m A> 0, (45) 

Q_{k) = exp [-1. Joo In [(A2 - k:)/ K{A)] dA], 
2m -00 A - k 

1m A < O. (46) 
With (44), (43) becomes 

k - k. + [_R_ + (k - k.)G_{k)] 
i{k + k.)Q_{k) iQ_{k) Q_(k) -

= [~(k)P+(k)]. (47) 
k + k. + 

Then, by splitting the first term of (47) into a sum of a 
plus and a minus function, one obtains 

[ 
k - k. 2k. ] 

i(k + k.)Q-Ck) + i(k + k.)Q_( -k.) -

[ 
R (k - ks)G_(k)] 

+ iQ_(k) + Q_(k) -

= [E+(k)P+(k)] + [ 2k. J. (48) 
k + k. + i(k + kJQ_< -k.) + 

The left-hand side of (48) is a minus function, the 
right-hand side is a plus function; therefore they must 
be equal to an entire function. From an investigation 
of the asymptotic behavior of the function on the 
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right-hand side in (48), it is easy to prove that the 
entire function is zero. Since, as Ikl -- 00, K(k) ,...., k, 
and K+(k) is an even function of k, so that P+(k) = 
12_( -k),...., V/(, and E+(k) is no worse than a constant, 
the right-hand side of (48) tends to zero. It follows 
that 

R + G_(k) 
i(k - ks) 

-1 [k - ks 2kiL(k) ] 
= k - ks i(k + ks) + k(k + ks)Q_( -ks)' (49) 

When the inverse Fourier transforms are taken, the 
residue contributions resulting from the simple pole 
at k = ks should be equated on both sides of the 
equation. This gives 

R = -Q-(ks)/Q-( -ks), (50) 

which is a simple expression of the reflection coefficient 
of the transmission current. Q_(ks) and 12_( -ks) can 
be evaluated with (46). After simplification has been 
made on (50), a final form is 

R = -ex [-2ks piOC! In [(A
2 

- k~)/ RCA)] dAJ (51) 
P. 12 k2 ' 

TTl 0 II. - s 

where P indicates the principal value. R as given in (51) 
can be computed numerically; in general it is a com­
plex quantity. 

After R is known, it can be used readily in the 
analysis of the finite long antenna shown in Fig. 1 (b). 
Since the antenna is assumed long, the radiation 
current can be neglected at the ends of the antenna, 
and both the radiation current and the transmission 
current can be considered separately. 

The total current is the sum of the radiation current, 
the infinite series of the multiply-reflected transmis­
sion currents, and the unknown reflected current 
g(z). Mathematically it can be written in the form 

eiksZ[1 + R ei2ks(h-zl] + eikshg(z - h) 
l(z) = liz) + Gs 1 R i2k h . , 

- e' 
(52) 

where lr(z) is the same as the radiation current of an 
infinite cylindrical dielectric-coated antenna, and Gs 

is its input transmission conductance. Both are given 
in Ting's paper,! and the driving voltage V is assumed 
to be 1. The current-standing-wave ratio is found to 
be S = 1 + IRlll - IRI. Let the input admittance be 
defined as the current at point z = 0, which from (52), 
is 

. . 1 + R ei2ksh 
fin = Gin + IBin = Gr + IBr + Gs ·2' 1 - R e' k,h 

(53) 

where Gin, Bin are the input conductance and input 

susceptance of the finite long antenna, and Gr , Br are 
the input radiation conductance and the input 
radiation susceptance of the corresponding infinite 
antenna. It is seen from (53) that the locus of the input 
admittance is a circle. 

If the resonant and antiresonant lengths are defined 
respectively at the maximum and minimum of the 
input conductance, they are given by 

h = - _1_(tan-1 !!), 
2ks a 

(54) 

and the maximum and minimum of the input suscep­
tance occur at 

h = - cos - tan -1 ( -1 21RI -1 b) 
2ks 1 + IRI2 a ' 

(55) 

where R = a + ib. The corresponding maximum and 
minimum input conductances are Gr + Gs ' S, and 
Gr + GsJS, respectively. 

In the numerical calculation, the input radiation 
susceptance of an infinite cylindrical dielectric-coated 
antenna Br due to the delta generator is infinite. One 
way to avoid this difficulty is to subtract the inside 
current from the outside current. Since the same 
logarithmic singularity occurs on both inside and 
outside surfaces near the driving point, they cancel 
when the two currents are subtracted and a finite 
value is obtained. This does not necessarily correspond 
exactly to the actual value for an infinite antenna with 
a certain gap, but it has been checked experimentally 
that they have the same order of magnitude. 

The numerical values for the three cases Gr = 3.0, 
bJa = 2, 4, 8, have been calculated. The loci are 
shown graphically in Fig. 9. Superimposed on each 
circle is the input admittance curve calculated in Sec. 
IV for a relatively short antenna, and corrected 
(imaginary part) according to Lamensdorf's experi­
ment. 9 It is interesting to note that as the length of the 
antenna increases, the admittance approaches the 
circle of (53). This differs from the bare long dipole 
antenna10 for which the admittance ultimately con­
verges to one point. 

Typical current distributions, both in magnitude 
and phase, have been obtained from (52) for the above 
three cases with h = 3Ao. They are shown in Fig. 10, 
in which lr(z) is obtained from Ting's paper. l Since 
g(z) is unknown, the dotted lines at the ends are 
drawn arbitrarily. 

A comparison of the current distribution obtained 

• David Lamensdorf, "An Experimental Investigation of Di­
electric·Coated Antennas," Cruft SR 13, Harvard University, 1966. 

10 Keigo Iizuka, R. W. P. King, and Sheila Prasad, Proc. Inst. 
Elec. Eng. 110, (Feb. 1963), pp. 303-309. 
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by (52) with that obtained by numerical methods, can 
further confirm the theory. The longest structure 
calculated in Sec. IV is h = iA.o. For the antenna with 
b/a = 8 which has the largest transmission current 
and the smallest radiation current among the three 
cases, the results are superimposed in Fig. 5. Even 
though h = tAo is not really long, the experiment is 
not bad except near the end where the theory yields no 
answer. 

Vll. CONCLUSIONS 

Two methods have been used in solving the problem 
of a finite dielectric-coated dipole antenna. The first is 
an entirely numerical method. Because of the limita­
tion of the size of a computer and the computing time, 
it is useful only for relatively short antennas. Excellent 
results have been obtained when compared with 
experimental data. Actually, this method can be used 
to solve many kinds of problems that involve finite 
cylindrical antennas once the appropriate Green's 
function is known. The second method applies 
specifically when the antenna is sufficiently long. In 
general, the longer the antenna, the thicker the di­
electric coating; and the higher the dielectric constant, 
the more accurate will the results be. The minimum 
length required before the theory can be applied 
depends on the desired accuracy. As the coating 
becomes thinner and thinner, the relative magnitude 
of the transmission current decreases, and the mini-

mum length required becomes greater and greater. 
In the limit as the coating goes to zero, the trans­
mission current vanishes and the theory ceases to 
exist. 

Finally, no matter how complicated the mathe­
matics may be, for engineering purposes a relatively 
short antenna with a dielectric coating of reasonable 
thickness can be treated simply as a free-space dipole 
with a modified wavenumber. The imaginary part of 
the current is well represented by a sine term, the real 
part by a shifted cosine term; however, the wave­
number is no longer that for free-space but close to 
that for the Goubou surface wave. The field pattern 
can be calculated with the free-space Green's function. 
In addition, the dielectric cylinder makes the antenna 
effectively longer and increases the radiation resistance 
of a very short dipole. 
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I. Properties of Multiple Integrals * 
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We obtain the real singularities and corresponding discontinuities of a class of multiple integrals over 
real contours. Our aim is to give a unified treatment, obtaining, by elementary mathematical methods. 
both previously known results and some new generalizations. In a subsequent paper the results are applied 
to unitarity integrals. 

1. INTRODUCTION 

This paper is the first of a series which has the aim 
of showing that unitarity requires the physical ampli­
tudes to have the Landau singularity structure charac­
teristic of perturbation theory. The first step in this 
direction is to understand in some detail the singulari­
ties of unitarity integrals that occur for real values of 
the external momenta. To do this in full generality, 
new analytic machinery is needed. The aim of the 
present paper is to provide this machinery by simpli­
fying and generalizing previous analyses of multiple 
integrals.l - 3 

The integrals I(P) we consider are integrals over real 
values of k of an integrand possessing d-function 
constraints d(Dj(P, k» and singularities Si(P, k) with 
associated increments if.i that prescribe the distortion 
of the contour. It is found that the real singular points 
of I(P) lie on certain arcs of Landau curves (Theorem 
1). We classify three types of singularity mechanism: 

(i) Explicit; which corresponds to the constraint 
surfaces D having linearly dependent normals at some 
point in k-space; 

(ii) Generative; which corresponds to Sand D 
surfaces having linearly dependent normals so that the 
contour is trapped; and 

(iii) Regenerative; operating when the integrand 
itself has the singularity in question. 
It is found that for generative and regenerative singu­
larities, the integral is the limit onto real p of an 

• The research reported in this document has been sponsored in 
part by the Air Force Office of Scientific Research under Grant 
AF EOAR 65-36 through the European Office of Aerospace 
Research (OAR), United States Air Force. 

1 For an account of the analytic properties of integrals and Landau 
curves together with a full list of references, see R. J. Eden, P. V. 
Landshoff, D. 1. Olive, and J. C. Polkinghorne, The Analytic S-Matrix 
(Cambridge University Press, London, 1966), Chap. 2. 

• P. V. Landshoff and D. 1. Olive, J. Math. Phys. 7, 1464 (1966); 
M. J. W. Bloxham, Nuovo Cimento 44, 794 (1966); J. B. Boyling, 
Nuovo Cimento 44, 379 (1966). 

• An account of methods using homology theory is given in 
R. C. Hwa and V. L. Teplitz, Homology and Feynman Integrals 
(W. A. Benjamin, Inc., New York, 1966). We do not use these 
methods in this paper. Some of our theorems have recently been 
obtained by these methods: F. Pham, Ann. Inst. Henri Poincare 
6A, 89 (1967). 

analytic function, and that the sense of this limit is 
given by a simple rule (Theorem 2). In Sec. 3 we use 
a simple argument to evaluate discontinuities across 
generative singularities, paying particular attention to 
the over-all sign and region of integration of the 
resulting discontinuity integral. We are able to treat 
the case where there is no vanishing cycle and to 
extend the analysis to cover a variety of further 
situations. 

In the applications which we shall discuss in later 
papers of this series, it is not, strictly speaking, the 
discontinuity which is important, but rather an 
expression denoted by (I> - I q-iE) which gives the 
difference between I evaluated on one side of the 
Landau curve and a specific analytic continuation to 
the same p of the function obtained by evaluating I on 
the opposite side of the Landau curve. For an I which 
possesses a + if. natural distortion (Sec. 2), this 
quantity is, in fact, the discontinuity, but we are also 
interested in other cases for which the two evaluations 
of I may not be continuations of each other, so that I 
does not, properly speaking, have a discontinuity 
round the Landau curve. In Theorem 4 we derive 
formulas for this important expression for all three 
classes of singularity occurring in various combina­
tions. 

In the final section we illustrate our theorems by 
considering Feynman integrals and briefly survey the 
properties of Landau singularities which will be used 
in subsequent papers. 

2. THE INTEGRALS 

Consider a multiple integral 

[(Pl' .. Pn) = I dk1 ••• dkd(Pl ... Pn; kl ... k1) 

X II d(Dlpl ... Pn; kl ... k1», 
j 

or, for short, 

J(p) = f dkf(p, k) II d(D). (2.1) 

494 
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The integrand /(p, k) is supposed analytic for real 
values of p and k, satisfying the constraints 

D;(p, k) = 0, j = 1, ... ,r, (2.2) 

except for singularities 

S,(p, k) = 0, i = 1, ... , m, (2.3) 

where Si and D; are real analytic functions. The inte­
gration contours are supposed real, except for small 
imaginary detours necessary in order to avoid the 
singularities. It is assumed that these can be specified 
by the sense along the imaginary normal to the Si' 
that is, by deforming the contour near Si by 

bk = OSi iE' 
ok ., 

(2.4) 

where E; is a real increment of given sign. The corre­
sponding variation in S; is given by 

(
OS)2 

dSi = iEi l o~, (2.5) 

and we talk of an "Si + iE/, distortion of the contour. 
The generalized Landau curve in p space arising 
through the participation of some subset of these S's 
and D's is defined by the implicit equations 

each participating S(p, k) = 0, 

each participating D(P, k) = 0, (2.6) 

'(f.OSi 'lX.oDi=O 
k • ok + k , ok ' 

where IX; and (fi are coefficients which are nonzero for 
the participating S's and D's. Before seeing that I(P) 
can be singular only on certain arcs of these curves, 
we dismiss for the time being the case when the 
integrand/(p, k) has a singularity S(P) independent of 
k. The Landau equations are then trivially satisfied, 
and I(P) has the same singularity, which is of the 
regenerative type. 

The Singularity Theorem 

Theorem ]4: For real values of p, the integral I(p) 
can only be singular at points lying on the Landau 
curve (2.6) corresponding to real values of k and 
satisfying the further conditions 

(i) for each participating S: sign (fiEi = sign Enat , 

(ii) for each nonparticipating D: D(P, k) = 0. 

(2.7) 

Thus the quantities (fiEi must have a common sign, 
and Enat is a newly defined increment with that sign. 

, See H. P. Stapp, Phys. Rev. 125, 2139 (1962), Appendix H; I. T. 
Drummond, Nuovo Cimento 29, 720 (1963);P. V. Landshoff and 
D. I. Olive, J. Math. Phys. 7, 1464 (1966), Appendix. 

Proof" I(p) is ~nalytic at p only if all its derivatives 
with respect to the p variables exist in the sense of 
complex variable theory. Let I1p be a small variation 
in p and consider 

I(p + I1p) = ff(P + I1p, k) IT b(D(P + I1p, k» dk. 

For each k satisfying (2.2), we can find a 11k such that 

Dip + I1p, k) = D;(p, k + 11k), 
i e., 

n oD I oD 
11~1 oP: (p, k)I1PI1 = ;'~1 ok; (p, k)l1k;" (2.8) 

providing the (r x /) matrix oDilok;, has rank r. 
This is certainly so if the r rows are linearly inde­
pendent, that is, if the Landau equations are not 
satisfied with the participation of D's alone. If the 
equations are satisfied with the participation of D's 
alone, p lies on an explicit singularity, and we can 
proceed no further in attempting to prove analyticity 
at p. Away from an explicit singularity, I1k(k,p, I1p) 
can be found as a linear function in I1p, and is analytic 
in k and p, as this is true of the D's. The transforma­
tion of variables k + 11k = I( has Jacobian] equaling 
one plus a function linear in I1p and analytic in (I(,p), 
and gives 

I(p + I1p) = f f(p + I1p, I( - 11k)] IT b(D(p, I(» dk. 

We can now calculate the derivatives of I, providing 
we can calculate /(p + I1p, k - 11k) for all points on 
the contour and for all differentials satisfying (2.8). 
In other words, I(p) is analytic if/is analytic at all 
points of the contour for differentials lying in the 
constraint surfaces (2.2). 

Since there may well be singularities of/ on the real 
contour, the next step is to see under what circum­
stances we can free the contour of singularities by a 
small deformation. Let k be a real point satisfying 
(2.2), and lying on an intersection of certain of the 
singularity surfaces,5 so that 

Si(P, k) = 0, i = 1,·· ., M, i:::;; M :::;; m. 

Consider the possibility of deforming the contour 
away from each impinging singularity at k via an 
imaginary increment bk so that, according to (2.5), 

dS -~ OSi.ik . 
i = k - U ;. = IPi' 

;'~1 ok;. 
where PiEi > 0, 

i= 1, ... ,M, (2.9) 

5 In the applications of interest there are an infinite number of 
possible singularity surfaces, but only a finite number can participate 
in a pinch which corresponds to a solution of (2.6) giving a curve in 
p space. 
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while we keep 

laD. 
dD i ==.2 -' (Jk;. = 0, j = 1, ... ,r. (2.10) 

;'=1 ok;. 

The M + r variations dS and dD are given in terms 
of the I quantities (Jk by these differential relations. If 
the (r + M) x I matrix relating the differentials has 
rank r + M, then we can always find a (Jk to give any 
chosen dS and dD (not all zero), and in particular to 
satisfy (2.9) and (2.10). If the rank is one less than this, 
the rows of the matrix are linearly dependent so that 
the Landau equations are satisfied by the S's and D's. 
Lower ranks would still correspond to intersections 
of Landau curves and will not be further discussed. 
Even if the rank is r + M - 1, it may still be possible 
to find differentials satisfying (2.9) and (2.10). Let us 
choose (Jk so that the latter equations are satisfied. 
Then, by (2.6) and (2.10), 

M 

.2 at dSt = 0 
i=l 

or, equivalently, if we can apply (2.9), 
M 

.2 aiPi = 0, PiEi > O. 
i=l 

(2.11) 

This is impossible if the quantities aiEi all have the 
same sign. Thus conditions (2.7), in addition to (2.6), 
imply that we cannot make a suitable distortion, and 
I is singular. Conversely, if we cannot distort con­
tours as required, (2.7) must be satisfied in addition to 
(2.6). For suppose a1E1 > O. Then we can choose 
(Jk so that (2.10) is satisfied, P1 ••• P M-1 satisfy pE > 0, 
and also 

M-1 

.2 aiPi > O. 
i=l 

It follows from (2. 11) that aMPM < O. By the hypoth­
esis that we cannot find the desired deformation, 
P ME M < 0, and hence a ME M > O. The same argument 
can be repeated to show that each atEt > 0, which 
establishes the result. 

The Landau Curves 

If the Landau equations (2.6) are solved for k, a, 
and IX in terms of p, the Landau curve is obtained in 
the form 

L(p) == .2 as + ~ IXD = O. (2.12) 

We can define a variable 'YJ measured along the normal 
to L at the point p by 

d'YJ = - dp = .2 a - + .2 IX - dp, (2.13) aL (aS aD) 
op op op 

using (2.6) to obtain the second equality. In general, 
we cannot show that the normal variable always 

exists or varies continuously, because there may be 
points where all oLjop vanish. 

Singularity of the Landau curve can cease when one 
of the conditions (2.7) fails. One way of violating these 
conditions is for a a to change sign. It must first 
vanish; and when it does so, the Landau equations for 
the lower-order curve with the corresponding S not 
participating are also satisfied. Furthermore, by (2.13), 
the normals coincide. Cessation of singularity at a 
point of tangency with a lower-order curve is called 
the hierarchial effect. As we see later in the study of 
unitarity integrals, singularity may also cease at a 
point of tangency with a higher-order curve when 
some conditions D = 0 cease to hold (an anti-hier­
archial effect). 

For the time being we are going to make the 
simplifying assumption that a particular Landau curve 
arises from a particular combination of participating 
S's and D's. Then we can prove2 the following: 

Theorem 2: Near a singular point of a Landau 
curve L where the normal exists, the two integrals 1< 
and I>, defined in the regions 'YJ < 0 and 'YJ > 0, are 
analytically related to each other by a path of con­
tinuation following an 'YJ + iEnat detour, with Enat 

defined by Eq. (2.7). 

Enat is defined only when one or more S's participate, 
and the theorem applies only to this case, that is, to a 
generative singularity. In the case of an explicit 
singularity in which only D's participate so that no 
Enat is defined, the integrals 1< and I> are not, in 
general, analytically related. This fact is very familiar: 
for example, the three-particle unitarity integral has 
an explicit singularity at the three-particle threshold 
and vanishes identically below the threshold. How­
ever, zero is not in general an analytic continuation of 
its value above. 

We think of the integral as a limit as the E/S 

associated with the S/s tend to zero. We may also 
consider the motion of L = 0 in p space as the Ei are 
allowed to become small but finite. Variations 
dSi = iEi' dD i = 0, lead to a displacement of L given 
by d'YJ = -i.2 aiEi . By (2.7) each term aiEi has the 
same sign, which is that of Enat. It is clear that the 
sense in which the integral is a boundary value must 
be opposite to that in which the singularity moves. 
We conclude, therefore, that the boundary value is an 
'YJ + iEnat limit and refer to this as the natural dis­
tortion. This is equivalent to saying that 1< and I> are 
analytically related by an 'YJ + iEnat path of analytic 
continuation, provided the mechanism under discus­
sion is the only one associated with the singularity. 
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Since, in general, the normal to L is only defined 
almost everywhere on L, the integral is only a limit 
almost everywhere. Furthermore, as the normal may 
not vary continuously along L, the iE prescription is 
local rather than global. Later we shall see that the 
iE prescription is fully global for the amplitudes, but 
not, in general, for the unitarity integrals. 

The natural distortion for a regenerative singularity 
is understood to be simply its iE prescription so that it 
too is given by (2.7). 

If I is now singular on L via several independent 
generative or regenerative mechanisms, each mech­
anism has its own natural distortion. These may 
well disagree and then, as for an explicit singularity, 
I> and 1< are not analytically related. 

3. DISCONTINUITIES OF MULTIPLE 
INTEGRALS 

The Vanishing Cycle 

Suppose that when p = p, the surfaces Si pinch at 
k =k: 

~ "i ~~i = 0. (3.1) 

When 'fj :;i= 0, define 

V>: = {k; k real, "iSi ~ 0, R(k) > a}, (3.2) 
<! 

where R > ° is a small region surrounding k. Then, 
if V> = ° in 'fj < 0, we say it is a real vanishing cycle 
in 'fj > 0. Similarly, if V < = ° in 'fj > 0, it is a real 
vanishing cycle in 'fj < 0. 

We illustrate possible regions V by examples (Fig. 
1). We see that in (a) there is only one vanishing 
cycle, V> in 'fj > 0; in (b) there are two, V> in 'fj > ° 
and V < in 'fj < 0; in (c) there are none. 

These examples illustrate two general facts. First, 
when the number of surfaces is just one more than 
the dimensionality of the space in which they are lin­
early dependent, then there are two real vanishing 

']>0 t \j! A FIG. 1. The arrows 
indicate the normals 

* J 
into a,S/ > 0 for each 

! 
S, . It is these normals 
whose vector sum 

"] = 0 vanishes at the pinch 

"]<0 

point (3.1). V> and 
V < are, respectively, 
the regions shaded ) r T I 
horizontally and 
vertically. 

(a) (b) (c:) 

J 
FIG. 2. dif> = A - B, dif< = C - D, for" > o. 

cycles; second, when the number of surfaces is less 
than this and "iSi > ° are all convex at k, then V> 
is a real vanishing cycle in 'fj > 0. 

Definition of "diC" 

Letg(x) be a function with a branch point at x = 0, • 
and 

g = Ltg(x + iE) 

where E has some given sign. It is convenient to 
introduce the discontinuity forms 

d~f£ g} == g(x + iE) - g(x - iE), (3.3) 
dlf", g 

where g(x - iE) is defined by the cut being drawn 
along the positive real axis for dif: and along the 
negative axis for dif;:, as in Fig. 2. We note that 
dif: is zero in x < ° and dif;: zero in x > 0. Because 
of Theorem 2, for an integral with one generative 
mechanism producing a singularity at 'fj = 0, 

1('1'}) = Lt 1('1'} + iEnat) 
E"nat-+O 

and we can define dif: I and dif: I. The latter is non­
vanishing in 'fj < 0, and if we continue it from there 
into 'I'} > ° while swinging the cut round in the half­
plane opposite the natural boundary value so as to 
preserve the natural distortion, 

dif; I in 'fj < ° . ) -dif: I in 'fj > 0, 
l1-t E"nat 

(3.4) 

where the arrow denotes "analytically continues into," 
and, as indicated, the path of continuation passes 
below 'fj = 0. If, with the same notation, 

1< ~ I<,,-iEnat' 

then in 'fj > ° we may write 

dif: I = I> - 1< ,,-ifnat • 

The Basic Discontinuity Formula 

For a singularity L generated by a pinch between 
Si which form a real vanishing cycle V> in 'fj > 0, 
Boyling6 showed that 

dif: f f dk = Iv> II difsJ dk. (3.5) 

6 J. B. Boyling, Nuovo Cimento 44, 379 (1966). An intuitive 
statement of (3.5) was given in J. C. Polkinghorne, Nuovo Cimenta 
25, 901 (1962), Appendix. 
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FlO. 3. The shaded regions are R-regions. Examples (a) are valid, 
but examples (b) are not, because as p approaches p, pinches 
develop that involve R = O. 

An attractive point is the simplicity of the over-all 
factor, plus one. The result is unaffected iff includes 
delta-function constraints. We shall rederive this 
formula by elementary methods, generalizing the 
argument to treat the case where there is no real 
vanishing cycle. This is the usual circumstances for 
unitarity integrals on mixed IX parts of Landau curves. 

Consider an integrand f with singularities Sl' ... , 
S N (having associated distortions iE1, ••. , iE N) that 
pinch at one point k = k to give a singularity at p = p 
on L. If P lies only on one Landau curve, it must be 
possible to choose a region R(k) > 0 containing k 
sufficiently small not to contain any other pinch 
configurations, nor allow its boundary to participate 
in any pinches with the S's when p = p. We shall 
consider p in the neighborhood of p for which these 
statements remain true (see Fig. 3). If 

then 

A(17 + iEnat) = f f dk, 
JR>O 

l' 

dif If dk = dif A, (3.6) 

since SR<of dk is nonsingular at p because it omits 
the pinch point k. By the definition of difs, [Eq. (3.3) 
with E; for E) 

(Sl + iE1' S2 + iE2 ... ) - f(Sl - iE1, S2 + iE2) 

= dif1~f(Sl' S2 + iE2 ... ), 

where /'1 = ~ accordingly as we choose the cut 
attached to Sl to lie in Sl > 0 or Sl < O. To preserve 
the Sl + iEl rule, the two choices of cut must be related 
by swinging the cut through the region Sl - iEl' 
Repeating for S2' 

f (Sl + iE1, S2 + iE2' ... ) - f(Sl + iE1' S2 - iE2 ... ) 

- f(Sl - iE1' S2 + E2) + f(Sl - iE1' S2 - iE2) 

= dif1~ dif1~f(Sl S2 ... ). 

We can repeat for all Sl ... SN' providing we restrict 
ourselves to 17 ¢ 0, since the normals to the S's are 

then not linearly dependent where S's intersect and 
in that case the various "difs" commute. Integrating 
the result over R > 0 yields 

f f(S1 + iEl' S2 + iE2' •• ) dk 
JR>O 

+ (_)N f f(Sl - iEl' S2 - iE2 ... ) dk + R(17) 
JR>O 

= f II dif1'J dk. (3.7) 
JR>O 

R(17) is made up of terms with mixtures of S + iE 
and S - iE and must be regular on the part of the 
Landau curve on which A is singular, by Theorem 1 
(2.7), provided that we can assume that no subset of the 
S's can pinch to give the same L. Later in this section 
we discuss the case when this assumption is false. 

The first term in (3.7) is A. The second we shall call 
B, and (by Theorems 1 and 2) it also is singular, with 
the opposite natural distortion 17 - iEnat. There is no 
necessity for it to be a continuation of A. The term on 
the right we call C. C> and C<, evaluated in 'I} > 0 
and 17 < 0, respectively, are not, in general, analyti­
cally related. Because of this we have two independent 
equations: 

A(17 + iEnat) + B(17 - iEnat) + R(17) 

= C>(17) in 17 > 0, (3.8) 

A(17 + iEnat) + B('I} - iEnat) + R(17) 

= C«17) in 17 < O. (3.9) 

Continuing (3.9) into 17 > 0 following a 17 - iEnat 
detour, 

A(17 + iEnat) -- A(17 - iEnat) == A(17 + iEnat) - dif; A, 

B(17 - iEnat) -- B(17 - iEnat), 

R(17) -- R(17), 

C «17) -- (C < (17»,,-iEnat , 

and we obtain 

A(17 + iEnat) - dif; A + B(17 - iEnat) + R(17) 

= (C«'I}»,,-iEnat' in 17 > O. 

Subtracting,thisfrom (3.8) and using (3.6), we have the 
result: 

Theorem 3: In 17 > 0, 

dif; Jf dk = C> - (C<)q-iEnat; 

similarly, in 17 < 0, 

dir;ff dk = C< - (C»,,-iEnat; 

(3.10) 

(3.11) 
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where 

c = f II difYJ dk for any choice of Yi' (3.12) 
JR>O 

If there is a real vanishing cycle V>, Eq. (3.10) 
simplifies to Boyling's form (3.5) because there are 
C1i such that C1iSi > 0 is empty in 'fJ < 0, so that for 
the choice Yi = :;:: as C1i :;:: 0, C< has an empty inte­
gration region. Furthermore, for p sufficiently near to 
p, C1i S i > 0, where the integrand does not vanish, is 
contained in R. This result shows the significance of 
the vanishing cycle. Theorem 3 applies even when there 
is no real vanishing cycle. In such a case our general 
answer apparently depends on the region R > 0. This 
cannot be so, as there is no such dependence in the 
original integral. In fact, when C < is continued and 
subtracted from C>, part of the contours cancel. 
The part that remains is independent of R and, in 
general, is complex. As far as we know, it is difficJllt to 
specify it by simple rules. 

Generalizations of the Discontinuity Theorem 

We need some generalizations in order to apply 
our results to Feynman and unitarity integrals: 

(1) The integrand f can include nonparticipating 
singularities. Since these do not enter R > 0, the 
argument is the same. 

(2) b functions b(Dj ) can be included infwhether or 
not they participate in the pinch. The argument is the 
same. 

(3) The integration region may have boundaries 
B1 , •.• , B M that participate in the pinch. We can 
choose the region R > ° so that only these boundaries 
enter near p. 

Then, as 1 = O(B1) + O(-B1), 

J O(R)O(B2) ... O(B M)f dk 

= J O(R)O(B1)()(B2) ... O(B M)f dk 

+ J O(R)()( - B1)()(B2) ... O(B M)f dk. (3.13) 

Providingfhas no singularity coinciding with B1 , the 
left-hand side of this equation is regular at p since it 
lacks Bl (which is vital to the pinch). Repeating this 
argument for each B in turn, we obtain 

dif J O(R)()(B1) ••• O(B M)f dk 

= dif J OCR) II sign (f3j)()(f3 jBj )f dk 

for any choice of flj . 

dif )c::::O( = )c:x:;)( . )<x:X. -~ 

dif)cd=~.~-~ 
FIG. 4. Some more complicated dif formulas. 

Repeating the argument leading to Theorem 3, we 
obtain (3.10) and (3.11), where, in place of (3.12), 
we have 

C = f II sign (f3j)()(f3 jB j ) II dif1iJ dk. 
JR>O j i 

This generalizes another of Boyling's conclusions.6 

(4) Suppose the three subsets of Si (defined by two 
basic subsets i E II , i E 12 , and their union i ElI U 12) 

each pinch to give the same L with the same natural 
distortion. An example of this is given by the double­
loop self-energy graph of Fig. 4. Consider 

h(p, k) == II dif~J + IT dif~:f - IT dif~:f 
iEI, iEI. iEI, U I. 

with S + i€i understood for the S's without "difs." 
h expands to give a linear combination of f's with 
various i€ prescriptions for the S;'s. Consider the 
f's in this expansion which have the correct i€ pre­
scription for all i E II' In the expansion of the first 
term such anfappears only once, and has Si + i€i for 
all the remaining i. In the second term such f's are 
found with all possible mixtures of prescriptions for 
the remaining i's, each combination appearing once. 
All these latter f's appear also in the third term, with 
the opposite sign, leaving only the f(SI + i€1 ... 
SN + i€N) from the first term. Similarly, the term 
(-I)N f(SI - i€I' .. S N - i€N) appears just once, 
and no other term appears which, when integrated, 
can lead to singularity in accordance with Theorem 
1. The argument leading to Theorem 3 then yields 
(3.10) and (3.11) with, in place of (3.12), 

C = f IT difk: f + II dif~ii f - II dif~J dk. 
JR>O II I. I,UI. 

(3.14) 
Similarly, with three basic subsets we find 

c=f (II+IT+II-II- II 
JR>O II I. Ia IIuI. I.ula 

- II + II ) difi'J dk, 
I.UI} I,UI.UZ. 

and so forth. 
We shall not discuss in this paper the cases where the 

sets II and 12 may have different natural distortions, 
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nor the case when similar problems arise for com­
binations of S's and D's. 

(5) Finally we consider the possibility of an infinite 
degeneracy in k, that is, an infinite set of values of k, 
continuously connected, all of which satisfy the 
Landau equations for a given p. As a simple example 
of this behavior we can take the case when the 
participating S's and D's are independent of one of 
the integration variables ko. Denoting the remaining 
variables Ie, consider J(Ie) = S dkof(ko, Ie). Each of 
the S's and D's occur regeneratively in f difs, com­
mutes with the integration with respect to ko and 
dif Sf dk = dif f J die = C> - (C <)q-i<nat> where 

C = f II difJdle = f II difJdk. 
JR<G) >0 JR(G»O 

The only modification is the obvious one that R 
depends on Ie but not on ko, so that it resembles a 
cylinder rather than a sphere in k space. 

Different Mechanism in the Same Integral 

So far we have considered integrals generating a 
given singularity L by only one mechanism. Suppose 
there are many mechanisms a, b, .. '. Then, pro­
viding these are independent in the sense that the 
corresponding pinch points can be surrounded by 
disjoint regions Ra , Rb , we have 

II dk = f I dk +J I dk + ... , 
JR. Rb 

plus a function regular on L. 

Each integral S R, f dk is singular on L by only one 
mechanism, but the different integrals may have 
different natural distortions, implying that no natural 
distortion can be given for the total integral Sldk. 
If, on the other hand, the natural distortions of the 
various parts are the same, then dif S I dk is well 
defined and is equal to the sum of the contributions 
from each mechanism taken independently. As we 
remarked in Sec. 1, in the unitarity analysis to which 
we subsequently apply our results it is not dif I which 
is the fundamental quantity, but rather I> - I q-i£ 
and we now notice that this is a quantity which can 
still be evaluated simply even when natural distortions 
are mixed. 

Suppose S R, I dk has a + iE natural distortion. 
Then 

(IR/ dk» - (IR/ dk )<q-i£ 

= dif; r 1dk = C>(Ri) - C«Ri)q_i<, 
JR; 

while, if it has a -iE natural distortion, 

( f I dk) - (f I dk) . = O. 
JR, > JR, <q-,. 

So for the whole integral 

I> - I <'I-i< = (! c) - (! c) ,(3.15) 
+ > + <q-i< 

where the sum! covers the C integrals for the mech­
anisms with a +iE natural distortion. 

If I has in addition an explicit singularity corre­
sponding to a pinch of constraint surfaces at ICE' we 
surround this point with a region R and divide I into 
two parts SR>O I dk and h<o f dk. If R is sufficiently 
small, the first integral has no generative singularity, 
while the second has no explicit singularity so that the 
previous analysis applies. Equation (3.15) is unaltered 
if for an explicit singularity we understand the C 
function to be I itself, integrated over R, and require it 
to be included in both summations !+ and !_ . 

We now consider the case when I is singular by 
both a regenerative mechanism and a generative 
mechanism (but not also singular by an explicit 
mechanism). The natural distortion for the regen­
erative singularity is simply its iE prescription 
(understanding S = positive number X L). We are 
concerned with evaluating I> - I q-i< and both 
mechanisms will only be nontrivially involved if they 
both have +iE natural distortions. In this case 

I> - I <H< = (f1(S + iE, Si + iEi ) dk» 

- (I1(S + iE, Si + iEi) dk) . 
<'I-'lE 

where 

= f di(~ I + J> - J < q-i< , 

J = f1(S - iE, Si + iEi ) dk 

and we have used the identity of S + iE and S - iE in 
'Yj < O. Now the regenerative mechanism making J 
singular on L has a -iE natural distortion, so, 
applying the previous analysis and using/(S - iE) = 
I(S + iE) - difs I, we obtain 

I> - I <q-i< = f difs I(S, Si + iEi ) dk 

+ (f II difYJ(S + iE, Si) dk) 
JR>O > 

- (the same)<'I_i£ 

- f dif; II dif~J(S, Si) dk. 
JR>O i 

(3.'16) 
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In the situations to which we shall apply this result, the 
final multiple discontinuity will be zero, and we once 
more obtain a straightforward sum of two contribu­
tions. 

Thus in these circumstances we arrive at our final 
theorem. 

Theorem 4: 

I> - I <q-i£ = (L c) - (L c) .' (3.17) 
+ > + <~-,. 

where the sum runs over explicit mechanisms and 
over those generative and regenerative mechanism that 
have an 'YJ + i€ natural distortion, and 

C = f IT dif~J dk, for generative, 
JRa>O 

C = f dif~ f dk, for regenerative, 

C = r f dk, for explicit mechanisms. 
JRE>O 

We have not proved this theorem for the case when 
all three mechanisms occur in a single integral, as this 
will not be so in any of the applications we have in 
mind. 

Similarly, 

I> - I<~+i£ = (~c» - (~C)<'I+i: 
where L- includes mechanisms with 'YJ - i€ natural 
distortions and explicit mechanisms. 

4. APPLICATION TO FEYNMAN INTEGRALS 
We now illustrate our work by considering Feyn­

man integrals. They constitute a particularly simple 
example, provided one ignores, as we shall, the 
special features arising from the noncompactness of 
their integration regions. 

In a theory with one spin-zero particle of mass m 
with Lagrangian terms of the form gq;nq;tm/n! m! + 
c.c., the contribution to an amplitude corresponding 
to a particular connected Feynman diagram F is given 
by the Feynman rules7 

(i) g for each vertex, 
(ii) (q2 - m2 + i€)-l for each line, 

(iii) f i(27Tr4 d4k for each loop, 

(iv) (nF)-t, where nF is the symmetry num- (4.1) 
ber of the diagram, that is, the number of per­
mutations of internal lines which preserve F, 
holding external lines fixed. 

7 T. T. Wu, Phys. Rev. 125, 1436 (1962). These rules apply to the 
amplitude which is the connected part of the S matrix with the factor 
-i(27T)4d(P, - P,) divided out, taken between covariantly normal­
ized states so that, e.g., (p I p') = (27T)32pOd(p - p'). 

It· is understood that the internal momenta q are ex­
pressed as linear combinations of the loop momenta 
k and the external momenta p. Such an integral has 
singularities SiCk,p) = q; - m2, each with an S + i€ 
prescription, and no D constraints. Applying Theorem 
1, we find that the integral is singular for real p at 
points of the Landau curve: 

each participating line: 

(4.2) 

each loop: 
Lexq = 0, (4.3) 
k 

where for each participating line sign ex = sign €nat. 

Lk denotes summation over the lines through which k 
runs. It is conventional to choose the over-all sign of 
the ex's so that they are all positive at a singularity and 
talk of the positive ex parts of 'the Landau curves. 

Following (2.12) we can write a Landau curve as 

L(p) == L ex(q2 - m2
) = 0 (4.4) 

and define a variable along the normal by 

d'YJ = L oL dp = L (L exq) dp. (4.5) op p 

It is a consequence of a theorem due to Phams that 
the normal varies continuously along a positive ex arc 
of a Landau curve. The theorem states that if p is a 
point on a positive ex arc of a Landau curve, then all 
points p of L corresponding to q~ with the same sign 
as at p lie to the same side of the tangent plane at p. 
Thus, as long as we exclude parts of L corresponding 
to internal antiparticles rather than particles, L is 
convex at positive ex points. Having chosen the ex to be 
positive, we refer to d'YJ > 0 as the inside of L. 
Furthermore, the integral has an 'YJ + i€ prescription, 
that is, it is the limit onto real 'YJ of a function analytic 
in 1m 'fJ > O. Each Landau singularity of a Feynman 
integral has associated with it a figure obtained from 
the Feynman diagram by contracting nonparticipating 
lines. According to the hierarchical effect of Sec. 2, a 
singularity associated with one such diagram is 
switched off where one or more ex's vanish and this 
will be at a point of tangency (effective intersection) 
with the lower-order curve whose figure is obtained 
by contracting the relevant lines. There the boundary­
value prescriptions for the integral on the two curves 

8 F. Pham, Ann. Inst. Henri Poincare 6A, 89 (1967). Similar 
results and generalizations to the mass shell appear in C. Chandler 
and H. P. Stapp, "Macroscopic Causality Conditions and Properties 
of Scattering Amplitudes," to be published in J. Math. Phys. 10 
(1969). 
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agree, and (since also the sense of the boundary value 
varies continuously round each positive ex arc) we can 
say that a Feynman integral possesses a "global ie 
prescription." We shall discover in the next paper this 
is not something we can say of unitarity integrals, as 
these may be singular on mixed ex arcs. 

There are also more complicated hierarchical effects 
corresponding to the possibility that the contraction 
may yield a hinged graph, that is, two subgraphs 
joined by a common vertex. In this case the three 
normals of the corresponding Landau curves are 
linearly dependent. 

The Discontinuity 

For simplicity we only evaluate the discontinuity of 
a Feynman integral across its "leading singularity," 
in which all lines participate. 

Let us assume first that the conditions of Theorem 
3 are satisfied. By Pham's theoremS above, each 
region ex(q2 - m2) > 0 is convex at the pinch point. 
Hence there is a real vanishing cycle in 1] > 0, and 
C < = O. As each singularity is a pole and 

we find that diP F is obtained from the Feynman 

FIG. 5. A simple hinged 
diagram. 

integral by replacing each propagator as follows: 

(q2 _ m2 + ie)-l_ -27Tit5(q2 _ m2). (4.6) 

This is the well-known Cutkosky rule. 
The straightforward Cutkosky rule requires modi­

fication when the Feynman integral satisfies the con­
ditions of generalization (4), as do, for example, the 
graphs on the left-hand side of the equations of Fig. 
4. In this case (3.14) is applicable and results in 
discontinuities such as those given in the figure, where 
the graphs are evaluated by the Feynman rules (4.1), 
except that -1- is to stand for -27Tit5(q2 - m2) 
while --- represents the usual (q2 - m2 + ie)-l 
propagator. 

Finally, we note that some diagrams give rise to two 
or more simultaneous singularities. A trivial example 
is the double pole of Fig. 5. We call such diagrams 
hinged diagrams. In such cases the multiple discon­
tinuity across the simultaneous singularities is given 
by the Cutkosky rules. 
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High-Energy Scattering Cross Section for Singular 
Potentials at Large Angles 

FUCHARD ~. SPECTOR 
Physics Department, Wayne State University, Detroit, Michigan 

(Received 28 ~arch 1968) 

For scattering off singular repulsive potentials at high energy, the large-angle scattering is shown to be 
classical. For nonrelativistic singular potentials of the form V(r) = gr-n (g > 0, n > 2), we give the 
explicit form of the differential cross section for large angles at high energy as a power series in (1T - 8). 
The coefficients of the linear through cubic terms in (1T - 8) are obtained. 

In recent years a large amount of effort has gone 
into the study of singular potentials. In nonrelativistic 
theory, there have been studies of exact scattering 
solutions for special cases, l studies of special tech­
niques of solution (peratization), 2 and studies of high­
energy3 and low-energy" phase shifts. In addition, 
various papers have dealt with general theoretical 
problems5 and physical applications.G.? 

Despite the many investigations in this area, there 
has been little work on differential cross sections with 
two main exceptions.? These two papers are not only 
very specialized but are very complicated formally. 
In this paper we demonstrate that for singular po­
tentials the high-energy large-angle (nearly backward 
in the center-of-mass system) scattering is classical. 
This enables us to explicitly calculate the differential 
cross section by means of a power series in the classical 
impact parameter. This yields a power series in 
(7T - (J) for the scatterPlg for (J!':::i 7T. We explicitly 
evaluate the linear through cubic terms and indicate 
the region of validity of these terms. A brief abstract 
of this work has been previously reported.s 

Our argument to establish the necessary classical 
behavior follows along lines given in Schiff9 for the 
classical limit of Coulomb scattering. For high 
energies the quantum-mechanical scattering can be 
classical if the wavelength of the incoming particle is 
small compared to the classical distance of the closest 

1 R. Spector, J. Math. Phys. 5, 1185 (1965); E. Vogt and G. H. 
Wannier, Phys. Rev. 95, 1190 (1954). References 1-7 are only repre­
sentative, not comprehensive. 

• G. Tiktopoulous and S. Treiman, Phys. Rev. 134, B844 (1964); 
H. Aly, Riazuddin, and A. Zimmerman, ibid. 136, B1l74 (1964); 
R. Spector, J. Math. Phys. 7, 2103 (1966); T. T. Wu, Phys. Rev. 
136, B1l76 (1964). 

• F. Calogero, Nuovo Cimento 27, 261 (1963). 
iT. O'Malley, L. Spruch, and L. Rosenberg, J. Math. Phys. 2, 

491 (1961). 
6 H. Comille, Nuovo Cimento 38, 1243 (1965); 39, 557 (1965); 

43, 786 (1966). 
• R. Spector and Ramesh Chand, Progr. Theoret. Phys. (Kyote) 

39, 682 (1968). 
• G. Tiktopoulous, Phys. Rev. 138, B1550 (1965); C. B. Kouris, 

Nuovo Cimento 44, 598 (1966). 
8 R. Spector, Bull. Am. Phys. Soc. 12, 50 (1967). 
• Leonard Schiff, Quantum Mechanics (McGraw-Hill Book Co., 

Inc., New York, 1955), 2nd ed., p. 120. 

approach. This requires that 

llk« ro (1) 

where k is the wavenumber and ro the closest-approach 
distance. For a singular potential of the form 
VCr) = grn (g > 0, n > 2) we have 

so that (1) gives 

gr;n = E = /i2k2/2m, 

ro = (2mg//i2k2)1/n, (2) 

(3) 

For n > 2 there is some energy above which (3) 
becomes valid. In fact, at any energy (3) is true for a 
large enough mass so that there are nonrelativistic 
regions for which (3) is true. Actually, (1) is obviously 
fulfilled at high energy for any singular potentiapo 
However, (3) alone is obviously not quite sufficient to 
make the scattering classical. 

For example, the forward scattering for n > 3 in the 
quantum-mechanical case is well defined ,11 but classi­
cally it diverges. This occurs because the long tail of 
the potential falls off too slowly classically, giving rise 
to much small-angle scattering from large impact 
parameters. Quantum -mechanically this small-angle 
scattering cannot be I"esolved due to inherent quantum 
uncertainties. 

For large-angle scattering at small impact param­
eters we may always obtain [(7T - (J) »1 for high 
enough energies except only at (J = 7T where I = O. 
Hence this condition, which is the usual classical 
limit requirement ,11 can be satisfied arbitrarily near 
7T for high enough energy. 

The classical formula for the scattering of a particle 
of energy E with impact parameter s is11 

(J = 7T - 2s SouT 1 - Viu) - s2u2r
1 
du, (4) 

---
10 We mean, in the usual terminology, any potential more singular 

than the inverse square at the origin. 
11 L. D. Landau and E. M. Lifshitz, Quantum Mechanics (Perga­

mon Press, Inc., London, 1958). 
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where V(u) = gun = g,-n and () is the center-of-mass 
scattering angle. In (4), UO(S2) is the value for which we 
have 

1 - V(uo) _ S2U~ = o. (S) 
E 

We write (4) as 

X = 7T - () = 2i luo[l - AUn - zu2rl du (6) 

with z = S2 and A = g/E. We wish to investigate small 
values of z which give rise to large-angle scattering. 
To this end we write 

(7) 

where 
fUo(O) 

1(0) = Jo [1 - AUn]-t du, with uo(O) = A-lIn. 

Putting t = AUn we immediately have, with p = l/n, 

/(0) = PA-P f tP
-

I (l - t)-! dt, (8) 

where the integral is just the beta function and 

r(p)r(!) ! rep) 
pcp, t) = f(p + t) = (7T) rep + t) (9) 

The linear z term in I(z) is not so easily found 
because z appears in both the upper limit of integra­
tion and the integrand. No expansion for small z is 
possible unless the limit [which is the root of Eq. (S)] 
and the integrand are consistently approximated at 
the same time. 

We may evaluate the derivative of I(z) at z = 0, 
however. Thus, 

-- 1m dl I' [ duo/dz 
dz - R-+uo [1 - ARn - ZR2]! 

+ 1 fR u
2 

du ] (10) 
'2 Jo [1 - AU n - zu2]! ' 

where the limit is necessary since the two terms have 
mutually cancelling singularities. To circumvent this 
we may integrate by parts the integral in (10): 

..! (R (nA + 2zu) u2 du 
2 Jo (nA + 2zu) [1 - AUn - zu2]! 

u 1 IR 
= nAun- 2 + 2z [1 - AUn - zu2]! 0 

_ rR 
1 ~[ U ] duo 

Jo [1 - AUn - zu2]! du nAun- 2 + 2z 
(11) 

It is trivially shown by differentiating (S) with respect 

to z that 

Uo duo =--, 
nAu~-2 + 2z dz 

(12) 

so that the upper limit of the integrated term in (11) 
exactly cancels the corresponding term in (10) in the 
limit R ~ uo. We have now that 

dl I fUO=A-~ 1 d {U3-n} 
dz z=O = - Jo [1 - AUn]! du nA du 

(n - 3)IA-p 

u2
- n 

- du 
- nA 0 [1 - AUn ]! . 

(13) 

This integral converges only for n < 3; however, the 
expression in (11) exists at z == 0 for all n. What has 
happened is that in going from (11) to (13) the lower 
limit of the integrated term in (11) has been lost since 
it is zero for z ¥: O. And the integral in (11) also exists 
for all n for z ¥: O. However, for z = 0 the integrated 
term and the integral in (11) have mutually cancelling 
singularities for n ~ 3. This is easily seen since near 
u ~ 0 we may neglect the square root and do the 
integral near its lower limit. The result exactly cancels 
the lower limit of the integrated term in (11) for all 
n, and for all z whether zero or ~ot. 

Since the value of dl/dz at z = 0 is well defined for 
all n > 2 and must agree with (13) for n < 3, we may 
evaluate (13) and use that value for all n.12 Thus, 
with t = AUn again, 

dl I = A-3p (n -: 3) f\3P-2(1 - t)-! dt 
dz z=o n Jo 

= A-3P(n - 3)r(3P - 1)r(i) 
n2 r(3p - t) 

1-3p r r(3p) = -II. Py 7T ---'--""'--'--
r(3p - t) 

We have that, since I(z) ~ 1(0) + [dl(O)/dz]z, 

X = Als - A 2s3 
with 

A = 2(7T)!pA-P rep) 
1 rep + i)' 

A2 = 2(7T)!pr3P r(3p) 
r(3p - i) 

(14) 

(IS) 

We must seek s as a function of X to find the differ­
ential cross section. We put 

s = BIX + B2X2 + B3X3 

12 More explicitly, Eq. (13) is defined in a strip in the complex n 
plane which includes the real axis. Then (13) exists for all Re n ~ 2 
at z = o. Equation (14) must be true for Re n ~ 3 by analytic con­
tinuation. Actually (14) can be found by other lengthy means 
involving some manipulations on (13) which dispense with the 
sophisticated analytic-continuation argument used here. The answer 
has been found this way and is the same, as it must be. 
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and assuming X is small, solve (15) to cubic order. x, as 
This results in X = (1T - 0) ~ J6. 

1 A2 3 
SF:::!-X+-X 

Al A~' 
ds 1 3A2 2 
-R:;----X 
dO Al At . 

(16) 

Using the standard formula we have 

. ds 1 4A2 3 (17) sm Oa(O) = - S - R:; - X + - X 
dO A~ A~' 

valid for high energies and X F:::! 0 (0 R:; 1T). 
We may investigate the validity of (17) by requiring 

that 

3/4A2/ X 
X A~ ~ A~' 

x2
/ ~2/ ~ 1, (18) 

/ 
£ r(3p)r3(p + I) / 

~1. 
1Tp2 r(3p - 1)r3(p) 

For n large enough (p small enough), we may get a 
ready evaluation of (18), since rex) F:::! IJx for small 

Hence, for large n, Eq. (17) is valid for 0 deviating 
from 1T by, say, up to half a radian or so. We note that 
the validity of (17) as shown by (18) is independent of 
energy. However for energies too low, the expression 
(17), though a valid expression for the classical 
scattering, does not approximate the quantum­
mechanical expression. It it necessary to keep in mind 
that (17) is a limit in two senses: large energy and 
large angle. 

High-energy singular-potential scattering is of 
physical interest in the investigation of p-p and 1T-P 
scattering. Such potentials with complex strengths 
have been used by a number of workers.7 An extensive 
discussion of the physical use of singular potentials 
may be found in a forthcoming review paper.I3 
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An application of the abstract mean ergodic theorems to quantum systems is described, which is 
rather closely analogous to the application of these same theorems in classical statistical mechanics. 

The abstract mean ergodic theoremsl can be applied 
to algebras of quantum observables to yield results 
which are in closer analogy to the ergodic theorems of 
classical statistical mechanics than the quantal ergodic 
theorems of von Neumann and Pauli-Fierz (for the 
latter, see, e.g., Ref. 2 or 3). 

In the classical case, iff is a function on the phase 
space n of a conservative mechanical system, if 
W -- W t is the temporal transformation in time t of a 
point WEn, if Ut/(w) = f(wt), and if 

It = 1 [t U.f(w) ds, 
do 

then the von Neumann or L2 mean ergodic theorem 
states that, iffE L2(n, 1') (ft the Lebesgue measure), 
then It converges in the L 2{ft)-norm topology to a 
function fo E L2(D., 1') which is invariant under the 
transformation Ut (Utfo =fo)' If p is a finite invariant 
measure on D. and fELl (D., p), then the individual 
ergodic theorem states that It converges pointwise 
almost everywhere (p) (i.e., except possibly on a set 
of p measure zero) and also in the LI (p )-norm topol­
ogy to an invariant function fo E LI(D., p); here, it 
is the convergence in LI norm (which we may call the 
LI mean ergodic theorem) which generalizes to the 
quantum case. 

For quantum systems with a Hilbert state-space 
Je, the analogs of the classical L2 and Ll spaces above 
one, are, respectively, the Hilbert-Schmidt algebra S 
and the trace-class algebra 0 of compact linear 
operators on Je (see Ref. 4 for the relevant theory). 
A compact operator T admits the polar representation 

T = L lXiCPt ® "P:, (1) 
i 

where cP ® "P* is the tensor product of cP E Je and 
"P* E Je*, the lXi are the eigenvalues of I TI = (T*T)! 

* Work performed under the auspices of the United States Atomic 
Energy Commission. 

1 P. R. Halmos, Lectures on Ergodic Theory (The Mathematical 
Society of Japan, Tokyo, 1956). 

• R. J ancel, Les fondements de la mecanique statistique classique et 
quantique (Gauthiers-Villars, Paris, 1963). 

3 I. E. Farquhar, Ergodic Theory in Statistical Mechanics (John 
Wiley & Sons, Inc., New York, 1964). 

, R. Schatten, Norm Ideals of Completely Continuous Operators 
(Springer-Verlag, Berlin, 1960). 

(hence IX; ~ 0), the 'Pi are the corresponding eigen­
functions and CPi = W"Pi' where T = WI TI and W is 
partially isometric. Then S consists precisely of those 
compact T such that Li IX: < 00, 0 of those such that 
Li lXi < 00 (hence 0 c S), and both are Banach 
algebras when equipped, respectively, with the Hilbert­
Schmidt norm IITII .. = (L IXV! = [Tr (T*T)]! or the 
trace norm II Til. = L IX; = Tr ITI (where Tr denotes 
the trace). Furthermore, S is also a Hilbert space 
when equipped with the inner product (T, S) = 
Tr (T*S) (i.e., S is an H* algebra). 

Consider now a quantum system with Hamiltonian 
H. The temporal transformation of any T E C(Je), the 
algebra of all bounded linear operators on Je, is 
(in the Heisenberg representation) 

Tt = eitHTe-itH = U:TUt = KtT. (2) 

Theorem 1: {Kt} is a one-parameter isometric posi­
tive group of linear transformations on either S or 0: 
i.e., IIKtTII .. = II Til .. , IIKtTII. = II Til. and KtT ~ 0 for 
all t if T ~ O. 

Proof: It is obvious that K t+. = KtK. = K.Kt. The 
rest follows immediately from the polar representation 
(1) of T: thus, if T E S, then 

KtT = L lXi(Utcp;) ® (Ut'Pi)*; 
i 

since {Ut"P;}, {UtCPi} are orthonormal sets, KtT E S 
and IIKtTII .. = CLilXDl = IITII ... Similarly, if TEo, 
then KtT Eo and IIKtTII. = Li lXi = II TIl •• Further­
more, T ~ 0 if and only if CPi = "Pi in (1); hence if 
T ~ 0, then obviously KtT ~ O. Q.E.D. 

Theorem 2: The one-parameter group {Kt} is 
strongly continuous on either S or 0 (considered as 
Banach spaces). 

Proof: Let us introduce the common notation 
II TilT" to mean either II TilT or II Til", while II Til is the 
usual operator norm of T [considered as an element 
ofC(Je)]. It is sufficient to prove that II(Kt - I)TIITC7-­
o as t --+ 0 when T is self-adjoint, for it is known (cf. 
Ref. 5) that this implies that II (Kt+!> - Kt)TIIT" --+ 0 as 

6 E. Hille and R. S. Phillips, Functional Analysis and Semigroups 
(American Mathematical Society, Providence, R.I., 1957). 
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h -+ 0, and we can apply the result to the Hermitian 
components of T in the general case. Using the polar 
representation (1), we find that if T* = T, then (cf. 
Ref. 4): 

II(K t - J)TllrCf 
:::;; II(Ut - 1)TllrCf II Utll + II T(Ut - J)llrCf 
= 2 II(Ut - 1)TllrCf :::;; .2 rxi II(ut - 1)4>i ® 1J'illrCf 

i 

= .2 rxi II(U/ -1)4>ill, (3) 
i 

because 114> ® 1J'*llrCf = 114>11 111J'11 = 1. Since {Ut} is a 
strongly continuous one-parameter group of unitary 
transformations on :re, II (Ut - 1)4>i II -+ 0 as t -+ O. 
Since II (Ut - 1)4>ill :::;; 2, we can choose n such that 
for every E > 0, 

E .2 rxk II(Ut - J)4>kll :::;; 2.2 rxk < -
k?:n k:Sn 2 

uniformly in t, and then choose to such that for 
t :::;; to,.2; rxi II (Ui* - 1)4>ill < E/2. This proves that the 
last expression in (3) converges to 0 as t -+ O. Q.E.D. 

It follows that we can apply the theory of param­
etric semi groups of linear transformations on a 
Banach space (cf. Ref. 5) to {Kt} operating on either 
S or 1:>. Thus, {Kt} has an infinitesimal generator iD 
with dense domain ~(D): i.e., we can write 

(4) 

It follows at once from (2) that, for all T E ~(D), 

DT=HT- TH; (5) 

thus D is a derivation: i.e., if also S E ~(D) and 
TS E ~(D), then 

D(TS) = (DT)S + T(DS). (6) 

We also know that the spectrum of D is real (because 
{Kt} is a group: cf. Ref. 5). 

The point spectrum of D may be characterized as 
follows (T below may be considered either as an 
element of S or of 1:»: 

Theorem 3: T is an eigenfunction of D: i.e., DT = 
AT, if and only if its polar representation is of the 
form 

T = .2 rxi4>i ® 1J'i, (7) 
i 

where, for each i, 4>i and 1J'i are eigenfunctions of H 
corresponding respectively to eigenvalues E;, Ei such 
that E; - E; = A. 

Proof" It follows from (5) that DT* = (DT)*; 
hence, from (6), if DT = AT and DS = 'Y}S, then 

D(TS*) = (A - 'Y})TS*. Therefore, if the polar repre­
sentations of Tis (7), then 

D(TT*) = 2 rx7D(4)i ® 4>t) = 0 
i 

and 
D(T*T) = 2 rx~D( 1J'i ® 1J'i*) = o. 

i 

Hence D(4)i ® 4>i) = D(1J'i ® 1J'i) = 0 for all i, which 
implies that the ~i and 1J'i are eigenfunctions of H. 
Let H4>i = Ei4>i and H1J'i = E;1J'i; then 

DT = AT = .2 rx;(Ei - ED4>i ® 1J'f. 
i 

Hence DT1J'i = Arxi4>i = rx;{Ei - E;)4>i' which proves 
that Ei - E; = A. The converse is obvious. Q.E.D. 

We shall call T invariant if KtT == T and denote by 
.N'(D) the null-space of D: i.e., .N'(D) = {T! TE ~(D) 
and DT = o}. It follows immediately from Theorem 
3 that: 

Corollary 1: The following statements are equiv-
alent: 

(1) T is invariant. 
(2) T E .N'(D). 
(3) T = .2i rxi4>i 0 1J':, where 4>i and 1J'i are eigen­

functions of H corresponding to the same eigenvalue 

Ei • 

Corol/ary 2: If T ~ 0 (and in particular if T = p, a 
density matrix) then its polar representation is T = 
2i rxi4>i ® 4>:, and T is invariant if and only if the 4>i 
are eigenfunctions of H. 

Since S is a Hilbert space, von Neumann's mean 
ergodic theorem applies (see Ref. 1). Let :R(D) denote 
the closure in S of the range of D; then obviously 
.N'(D) and :R(D) are closed linear subspaces of S. 

Theorem 4: If T E S, then there exists a unique 
invariant element To E .N'(D) such that 

lim II ! t K. T ds - To II = o. 
t-+oo t Jo Cf 

The operator P defined by PT = To is the projection 
on .N'(D): P = p2, :R(P) = .N'(D) and .N'(P) = :R(D); 
i.e., S admits the direct-sum decomposition 

S = .N'(D) EB :R(D). 

In other words, the linear operator 

! [tK. ds, 
do 

on s, converges strongly to P as t -+ o. 
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We now turn to the analog of the classical Ll mean 
ergodic theorem. The role of the invariant measure p 
in the latter is played here by an invariant density 
matrix p, and the classical convergence of the time 
average Tt in the L 1(0., p)-norm topology to an 
invariant functionfo is replaced by convergence in the 
trace-norm topology of Ttp to Top, where T is any 
bounded linear operator, 

Tt = t-1fK 8T ds, 

and To is invariant (KtTo == To); we make use in 
proving this result of the facts that, if T E C(Je), then 
Tp E b, and that, since p is invariant, Kt(Tp) = 
(KtT)p· 

Theorem 5: Let T E qJe) and let p be any invariant 
density matrix. Then there exists an invariant element 
To E qJe), such that 

Furthermore, To is uniquely defined modulo p in the 
sense that if T~ is another such ergodic limit, then 
(To - T~)p = ° for all invariant p; in fact, if P is 
the projection on the linear subspace of Je spanned by 
the eigenfunctions of H, then To = T~P. 

Proof: We use the following terminology: if {Tn} C 

b, we say that {Tn} converges (0') to To[Tn - To(a)] 
if II Tn - Tolla-O, and that it converges (T) to 
To [Tn - To(T)] if To E'ri and II Tn - ToliT - O. Let 
St = (1ft)J~ K8T ds, lh {eM denote the system of all 
eigenfunctions of H and let 7T'i = 4>i ® 4>:. By Theorem 
4, St7T'k - Sia), but St7T'k = St7T'~ - Sk7T'k' hence 
Sk7T'k = Sk' Since Sk E XeD), by Corollary 1 of 
Theorem 3, Sk = !i Yl'Pi ® 4>:, where "Pi is an eigen­
function of H belonging to the same eigenmanifold as 
4>i; hence Sk7T'k = Yk"Pk ® 4>: = Sk' If P is an invariant 
density matrix, then, by Corollary 2 of Theorem 3, 
p = !i OCi7T'i, and StP = !i OCiSt7T'i, with the series 
converging (T) uniformly in t, since 

Hence, 

lim (T)StP = S(p) = ! OCi lim (T)St7T'i = !OCiYi"Pi®4>i; 
t~a::> i t-+Cl) i 

i.e., StP converges (T) to S(p) and, hence, S(p) = 
!i OCiYi"Pi ® 4>: E 'ri, which implies that !i OCi IYil < 00. 
This must be true for every positive sequence {oci } 

such that !i OCi < 00, since p can be any positive 
element of XeD). Thus {Yi} E I: = 100 , the dual of 

the sequence-space 11, and is therefore bounded. 
Let To = !i Yi"Pi ® 4>:: i.e., To is the bounded linear 
operator such that, for every "P E Je, 

To"P = ! yl4>i' "P)"Pi 
i 

(cf. Ref. 4). It is then simple to verify that Top = 
S(p), which proves (8). It is also easy to see that To 
is invariant: for it follows from the expression above 
for To that, if "P E Je, then 

(KtTo)"P = eitHToe-itH"P = ! Yi( 4>i' e-itH"P)(eitH"Pi) 
i 

= ! Yi(eitH4>i' "P)(eitH"Pi) 
i 

since eitH.J. = eitEJ.J. and eitH1/l - eitEJ", Finally 'l'i 'l'i Ti - Ti' , 

if StP - T~p for all invariant p, then clearly 
(To - T~)p = 0 for all such p and, in particular, 
(To - T~)4>i ® 4>: = 0 for all i; hence, if P is the 
projection defined in the Theorem 5, then 

and, since obviously ToP = To, we have To = T~P. 
Q.E.D. 

Another application of the abstract ergodic theo­
rems, which we describe only briefly, is feasible in the 
case of algebras of quantum observables which 
admit a phase-space representation (cf. Ref. 6). 
The Weyl correspondence7 W maps functions g on the 
classical phase space 0. = R2n onto linear operators 
G = W(g) in a suitable representation of the canonical 
commutation relations: e.g., as operators on Jen = 
L

2
(Rn). This correspondence can be extended to 

boson fields (cf. Refs. 8 and 9): for example, using 
the Fock-Cook representation (cf. Ref. 10), W maps 
symmetric functiops g on 0. = Un=o R6n onto linear 
operators G = W(g) on Jen = EB:'=o Jen, where Jen is 
the n-fold tensor product with itself of Je = L2(R3). 
(This representation is the natural setting for the use 
of the grand canonical ensemble.) The time trans­
formation IttG = eitH Ge-itH induces a transformation 
(denoted by the same symbol K t ) on g = W-l(G), 
whose infinitesimal generator D can be written 
explicitly for a wide class of Coo functions (cf. Refs. 

6 J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1949). 
7 H. Weyl, The Theory Of Groups and Quantum Mechanics 

(Methuen & Co., Ltd., London, 1931). 
• I. E. Segal, Mathematical Problems of Relativistic Physics 

(American Mathematical Society, Providence, R.I., 1963). 
9 D. Kastler, Commun. Math. Phys. 1, 14 (1965). 
10 J. M. Cook, Trans. Am. Math. Soc. 74, 222 (1953). 
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11 and 12) in the form 

Dg = (2/n) sin (n/2){oploQ2 - 0Q/)p)(Hg), 

where H = W-1(H) and {OP10Q2 - Oq.op)(Hg) = 
{H,g}, the classical Poisson bracket. 

If g E L 2(0), then it is easy to see that K t acting on g 
satisfies the conditions of the classical L2 mean ergodic 
theorem. However, it is known (cf. Ref. 13) that 
W maps L2(0) isometrically (apart from a normal­
ization constant) onto the Hilbert-Schmidt class S, 
so that all one obtains in this case is again the state­
ment of Theorem 4. 

Suppose, however, that p is a finite probability 
measure on 0 which is invariant under K t , and 

11 T. F. Jordan and E. C. G. Sudarshan, Rev. Mod. Phys. 33, 
SIS (1961). 

11 A. Grossmann, G. Loupias, and E. M. Stein, "An Algebra of 
Pseudodifferential Operators and Quantum Mechanics in Phase­
Space," Ann. Inst. Fourier (to be published). 

13 J. C. T. Pool, J. Math. Phys. 7, 66 (1966). 

JOURNAL OF MATHEMATICAL PHYSICS 

suppose that g E L 1(0, p); then it can be seen that 
K t satisfies the conditions of the individual ergodic 
theorem (and hence the L1 mean ergodic theorem), 
so that 

1 it - Ksgds 
t 0 

converges almost everywhere (p) to a limit go E 

L 1(0, p), and 

lim rlltKsgds-goldP(W)=O. 
t-oo In t Jo 

This result is valid for boson fields using the Fock­
Cook representation. 
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It is the purpose of this article to study the various kinds of bound states and their properties that can 
occur in quantum field theory. The ability of quantum field theory to create and destroy particles makes 
the picture of a bound state very complex. However, for this very reason it allows for a larger variety of 
bound states than can occur in nonrelativistic quantum mechanics. Not only do we consider those bound 
states that appear as poles in the tau functions,but also as branch points. The bound states that appear as 
branch points offer many new possibilities in constructing composite theories. An example of this type of 
bound state is given in which the fermion is a bound state of a boson. The many ambiguities that exist 
with this kind of bound state are illustrated. In discussing the bound states that appear as poles we have 
broken them into three subgroups: N-body bound states, mixed bound states, and self-interacting bound 
states. The N-body bound states are the most analogous to those occurring in nonrelativistic quantum 
mechanics. The mixed bound states have the peculiar property of not being composed of any unique 
group of elementary particles. The self-interacting bound states are those that are directly coupled with 
themselves. The characteristics of these subgroups of bound states are discussed and illustrated. 

I. INTRODUCTION 

In previous articles1- a a method was developed for 
constructing Lagrangians with composite fields that 
gave equivalent results to theories where the fields 
were elementary. This method is very useful in 
studying the various properties of composite fields 
since comparison can be made with elementary fields 
that have similar characteristics. It is the purpose of 
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1 R. L. Zimmerman, Phys. Rev. 141, 1554 (1966). 
• R. L. Zimmerman, Phys. Rev. 146, 955 (1966). 
• R. L. Zimmerman, Phys. Rev. 164, 1945 (1967). 

this paper to study the various kinds of bound states 
and their properties, relying strongly on this method 
of comparing them with elementary fields of a similar 
nature. 

We restrict our discussion to Lagrangian field 
theories, implicitly assuming that it satisfies the 
assumptions of axiomatic field theory. 

In the context of quantum field theory only a small 
class of bound states has been considered. Essentially, 
they are those bound states which manifest themselves 
as poles in the various tau functions. These are the 
most obvious kind because of the analogous type of 
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bound state that occurs in nonrelativistic quantum 
mechanics. In nonrelativistic quantum mechanics we 
can interpret these bound states as being composed of 
N elementary particles held together by an attractive 
force. The classical examples are atoms and molecules 
which are composed of the nucleus and electrons­
the elementary constituents bound together by an 
attractive Coulomb force. 

In quantum field theory the physical picture that a 
bound state is composed of N elementary particles 
bound by an attractive force is no longer valid. This 
is so for the following reasons: 

(a) The binding force is due to the exchange of 
particles. 

(b) The N elementary particles will each be en­
gulfed in a virtual cloud of particles. 

(c) The N elementary particles can virtually trans­
form into other kinds of particles. 

The picture of a bound state becomes very hazy. 
It is no longer a trivial task to tell whether or not 
a bound state is composed of N particles. For ex­
ample, to say that the pion is a two-body bound state 
of a nucleon and an antinucleon, or that the deuteron 
is a two-body bound state of two nucleons, is no 
longer a trivial problem. This observation cannot be 
accomplished by observing which tau functions 
contain the various singularities that are due to the 
bound states. 

The ability of quantum field theory to create and 
destroy particles has caused the interpretation of 
bound states to become more complex. However, for 
this same reason we can consider a much larger class 
of bound states that do not appear in nonrelativistic 
quantum mechanics. In particular, it may very well be 
the case that the bound states manifest themselves as 
branch points rather than poles in the tau functions. 
This new kind of bound state offers many new possi­
bilities in constructing composite theories. Up to now, 
the spin-t fields have occupied a unique position in 
that they were regarded as being more elementary 
than, for example, the boson fields. The reason for 
this is that one could in principle always make the 
integer and higher-spin fermi fields appear as bound 
states of the spin-i field. To go the other way was not 
possible. One explicit example of such a theory is the 
Heisenberg nonlinear theory.4 If one allows for this 
much wider class of bound states, then it is possible 
to construct theories where the spin-i fields appear as 
bound states of, for example, spin-zero fields. This 
removes the spin-l field from its unique position of 
being the most fundamental field. This is very appeal-

• H. P. DUIT, W. Heisenberg, H. Mitter, S. Schlieder, and K. 
Yamazaki, Z. Naturforsch. 148,441 (1959). 

ing, since nature in no way has conveyed to us that 
the spin-t fields should occupy such a prominent role. 

Bound states in quantum field theory have been 
discussed from numerous points of view. Nishijima,5 
Zimmerman,6 Haag,7 and others have studied the 
Heisenberg field operators for the bound states. 
Gell-Mann and LowS constructed the Bethe-Salpeter 
amplitudes, following which numerous articles have 
been devoted toward understanding the properties of 
bound states. Recently the vanishing of Za (i.e., the 
wavefunction renormalization constant) has also been 
linked to the study of bound states.9 In all of these 
cases only those bound states that appeared as poles 
in the tau functions were considered. This is only a 
small class of bound states that can occur. 

Before we continue, a few words should be said on 
what we mean by a composite particle. A composite 
or elementary particle is not a fundamental concept of 
nature. That is to say, nature does not have any 
intrinsic property that gives us an absolute definition 
of whether a particle is composite or elementary. The 
concept arises from the interpretation of the various 
theories and formalisms that are used to describe 
nature. Therefore the concepts are functions of the 
formalism and theories and not an inherent property 
of nature. It may very well be that there are many 
equivalent formalisms that can characterize our 
universe. In one formalism a particle could be con­
sidered elementary, whereas in another it may be 
composite. In the case of a Lagrangian field theory the 
meaning of an elementary and a composite field is very 
clear. We say a field is elementary if it explicitly 
appears in the Lagrangian. If these elementary fields 
do not form an irreducible set of operators, we must 
add some new fields to make the set irreducible. These 
additional fields we call the composite fields. This 
definition is unquestionably a function of the for­
malism, as it must be. In fact, it has been shown in a 
previous paperl that a particle may be considered 
elementary for a particular Lagrangian, whereas an 
equivalent theory could be constructed in which the 
particle is composite. 

The outline of the paper is as follows. In Sec. II 
we define the notation and review some of the well­
known relations needed in discussing the properties 
of composite particles. The most familiar class of 
bound states is discussed in Sec. III. We refer to this 
class as bound states of the first kind. This class of 

• K. Nishijima, Progr. Theoret. Phys. (Kyoto) 10, 549 (1953); 12, 
274 (1954); 13, 305 (1955). 

• W. Zimmerman, Nuovo Cimento 10, 597 (1958). 
7 R. Haag, Phys. Rev. 112, 669 (1958). 
8 M. Gell-Mann and F. E. Low, Phys. Rev. 84, 350 (1951). 
9 B. Jouvet, Nuovo Cimento Suppl. 2, 941 (1955). 
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bound states manifests itself as poles in the various 
tau functions. Included in this class are those bound 
states that are analogous to the ones in nonrelativistic 
quantum mechanics. However, the bound states of the 
first kind also contain less familiar types of bound 
states and are broken up into subclasses exhibiting 
common characteristics. Examples of Lagrangians 
and Heisenberg bound-state operators are given for the 
various kinds of bound states in these classes. In Sec. 
IV we discuss that class of bound states which we refer 
to as bound states of the Nth kind (N > 1). This 
class of bound states manifests itself as branch points 
in the tau functions. An example of this class of bound 
states is given, where the spin-l particle appears as a 
bound state of a spin-zero particle. Section V con­
cludes with the summary and conclusion. 

II. NOTATION AND BASIC RELATIONS 

In this section we introduce the notation and well­
known relations among the interpolating and asymp­
totic fields. This is done for both elementary and 
composite fields. 

Consider the elementary interpolating field rMx). 
In order to relate cPi(X) to an asyn.ptotic field we 
define 

cP{(t) = if d3xj*(x, t)'aocPb, t), (la) 

cPF(t) = if d3XU~S(X, t)cPlx , t), (1b) 

cPf(t) = if d3XcP7 (x, t)Vps(X, t), (tc) 

using (la) if cPi(X, t) is a scalar field and (lb) or (lc) if 
it is a spin-l field. r/>!(x, t) is the Hermitian conjugate 
of cPi(X, t). fk(X, t), U ps(X, t), and V ps(x, t) are 
normalized solutions of the free field equations 

(0 + m~)fix, t) = 0, (2a) 

(iW - mi){ U ps(x, t)} = O. (2b) 
Vps(x, t) 

The U ps(x, t) corresponds to the positive-energy 
solutions and V ps(x, t) corresponds to the negative­
energy ones. For all practical purposes we can limit 
ourselves to the plane-wave solutions 

fix, t) = [(21T)32wk]-!e-ikU
",I', (3a) 

U ps(x, t) = [mi/(21T)3E:liu(p, S)-ip
l'",l', (3b) 

VpS<x, t) = [mi/(21T)3E:liv(p, S)+ipl'",l', (3c) 

and 

W k = (k2 + m~)!. 
Assuming the asymptotic condition to be valid, 

for any two arbitrary eigenstates IIX) and 1,8) we have 

limt-+{+<Xl}(1X1 cP{(t) 1,8) = .jZi (IXI cPf{ln } 1,8), (5) 
-<Xl o~ 

where Zi is the wavefunction renormalization constant 
of cP;(x, t). cPf{in } are defined by the relation 

out 

cP{{in } = ifd3xf*(X, t)aOcPi{ln }(X, t) (scalar fields), 
out out 

(6a) 

cPF{in } =fd3XUj,s(X, t)cPi{in }(x, t) (spin-tfields), 
out out 

cPf{in } =fd3X r/>7{in lex, t)V ps(X, t) (spin-t fields), 
out out 

(6b) 

where the in and out fields cPi {In lex, t) satisfy the free 
out 

field equations with the physical mass of the particles 

(0 + m~)cPi{in }(x, t) = 0 (scalar field), (7a) 
out 

(iW - mi)cPi{in lex, t) = 0 (spin-t field). (7b) 
out 

Equivalently, we may express the fields cPi{ln lex, t) by 
the relation out 

cPi{in }(x, t) =fd
3
k[cP{{in }fk(x, t) + cP{{+in }J:(x, t)] 

out out out 

(scalar fields), (8a) 

cPi{in }(x, t) =fd3p:r,.[cPiU{in }Up,s(x, t) 
out out 

+ r/>f{tn }Vp,s(x, t)] (spin-t fields). (8b) 
out 

The eigenvectors of the physical states can be 
constructed by operating on the vacuum with the 
creation operators r/>f+{in }' At the loss of no generality 

out 
we will work with the in states and let 1] denote in 
general either f, U, or V. Defining the physical vacuum 
state 10) in the usual manner, the one-particle state is 

lai ) = cP7tn 10). (9) 

In general the N-particle state can be constructed 

(10) 

where 
(P - mi)u(P, S) = 0, 

(P + mi)v(P, S) = 0, 

If the set of operators {cP7tn} are irreducible, the 
eigenstates constructed from the irreducible set will be 

(4) complete. As a consequence of the completeness of the 
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eigenstates, we can construct the identity operator 

I=! la1 ,"', aN)(aN,"', all, (11) 
N=O 

where the sum is over the complete set of eigenstates. 
In this case there are no bound states. However, if 
such a completeness relation cannot be constructed 
from the elementary fields, i.e., the set {cP7tn} is not 
irreducible, then we must add a set of eigenstates 
Ibi), Ib, bj ), Ibi , aj, b, ... ), etc., which will give us 
the identity operator, i.e., a complete set of states. 
The construction of such eigenstates is the essential 
problem in understanding bound states. 

The eigenstates containing composite particles can 
be created by operating on the elementary eigenstates 
with the bound-state creation operator B7tn. The 
creation operator B7tn is related to an interpolating 
bound-state field Bi(x, t; '1 ... 'n) by an asymptotic 
condition. A critical assumption is that the bound-state 
operator Bi(x, t; '1 ... 'n) can be expressed in terms 
of some function of the elementary fields CPj(x, t). 
It is the form of this functional relation between 
Bi(x, t; '1 ... 'n) and CPj(x, t) that will determine the 
properties of the bound states. 

Let us now consider the relation between the 
bound-state operators B(x, t; '1' .. 'n) and their 
asymptotic fields as we have done for the elementary 
fields CPi(X, t). 

In terms ofthe interpolating fields Blx, t; '1 ... 'n) 
we define B{(t; '1 ... 'n) by the equation 

B{(t; '1' ... , 'n) 

= if daxf: (x, t)ooBlx, t; '1' ... , 'n), (12a) 

BY (t; '1' ... , 'n) 

= f dax U~,s(x, t)Blx, t; '1' ... , 'n), 

B[(t; '1' ... , 'n) 

= f dSxBt (x, t; '1' ... , 'n) V ps(X, t). (12b) 

We use (12a) when bound state is spin-zero and (12b) 
for spin-l bound states. Higher-spin bound states can 
be treated in a similar manner. 

The asymptotic condition for the bound states 
becomes 

lim .... {+OO} (exl B~(t) IB) = ,JZi (exl B{{in } IP), (13) 
t -00 out 

whereas Zi is the wavefunction renQrmalization con­
stant for the bound-state field Bi(x, t); i.e., 

(Zi)! = (21T)i(2Po)! (01 :Bi(O): Ib). (14) 

B{{in } satisfy the equation 
ont 

B{{in }(tl' '2, ... , 'N) 
out 

= J daxf*(x, t)OOBi{~':,.t}(x, t; '1' ... ,'N) 

(spin-zero fields), (lSa) 
BY{in }('1' ... , 'n) 

out 

=fdax U~,s(x, t)Bi{in }(x, t; '1' ... , 'n), 
ont 

Bf{in }('1' ... "'n) 
out 

= f daxBtg':,.t}(x, t; '1'" " 'n)VP,S<X, t) 

(spin-! fields), (1Sb) 

and the Bi{in } satisfy the free field equations with the 
out 

mass of the bound state 

(0 + m~)Bi{in lex, t; '1' ... , 'n) = 0 
out 

(scalar field), (16a) 

(i'W - mi)Bi{in lex, t; '1"'" 'n) = 0 
out (spin-! field). (16b) 

m. BOUND STATES OF mE FIRST KIND 

The most familiar and, in fact, the only type of 
bound state that has been studied, with the possibility 
of one or two exceptions,I,10 consists of those that 
manifest their presences as poles in the various tau 
functions of the elementary fields. We devote this 
section to the investigation of this class of bound 
states and refer to them as bound states of the first 
kind. 

To illustrate the appearance of the pole, which is a 
general characteristic of this class of bound states, let 
us consider an explicit example. Assume that we have 
a local bound state of two neutral, possibly degenerate, 
spin-zero particles. Let us now explicitly illustrate the 
appearance of the pole in the simplest tau function 

K(x1 ,'" ,xJ 

= (01 T(CPl(Xi)CP2(X2)CPl(Xa)CP2(X4» 10), (17) 

where CPl and CP2 correspond to real spin-zero fields. 
Using the completeness relation in Eq. (11), we can 
expand this tau function, so that 

K(Xl' ... ,x,) 

{
~ (01 T[CPl(X1)CP2(X2)] IN) (NI T[CPl(X1)cplx2)] 10), 

for x10 , X20 > Xso , x40 , 

! (01 T[CPl(XS)CP2(X,)] IN) (NI T[ CP1(X1)CP2(X2)] 10), 
N 

for XaO , X'O > X10' X20' (18) 

10 B. Jouvet and J. C. LeGuillou, "ParticuIes Autocomposees," 
Preprint from Laboratoire de Physique atomique et mo\ecu\aire, 
College de France, Paris. 



                                                                                                                                    

BOUND STATES OF A NEW KIND IN QUANTUM FIELD THEORY 513 

If there exists a single-particle composite eigenstate 
Ibjmb , P, q) with the quantum numbers of the fields 
CPI and CP2' then for XIO, X20 > XSO ' X40 we can separate 
the contribution from this intermediate state and Eq. 
(18) becomes 

K(xu X2' Xs, x,) 

= t f dSp (01 T [CPl(XI)CP2(X2)] Ib; q) 

x (q; bl T[CPl(XS)CP2(X,)] 10) 

+ I (01 T[CPI(XI)CP2(X2)] IN) (NI T[CPI(Xa)CP2(X,)] 10), 
N*b (19) 

where q denotes the possible degenerate states. 
Introducing the notation for the Bethe-Salpeter 
amplitude 

XixI' x 2) = (01 T[CPI(XI)CP2(X2)] Ib; q), (20) 

we have 
(21) 

where 
J( = (mixi + m2x2),.!(ml + m2) 

and mi and m2 are the physical masses of the particles 
associated with the elementary fields CPI and CP2' 
respectively. 

Using the property oftranslational invariance on the 
tau functions and substituting Eq. (21) into Eq. (19) 
we have 

K(P; x, y) 

= I [fp.ix)f~.q(y)]/{Po - [p2 + (Mo - i)2]!} 
q 

+ terms regular at Po = [p2 + M~]!, (22) 
where 

K(Xl' x2, xa, X4) = f d'PejP("'-lIlu K(P; x, y). (23) 

We see that a simple pole will occur in K(P; x, y) at 
Po = (P2 + m2)! if Xq(x, y) is not identically zero for 
some q. As a consequence of this pole we can obtain an 
explicit equation for the Bethe-Salpeter amplitude. 
This follows immediately from the integral equation 

K(x1 , X 2 , Xa, x,) 

= ~(XI' Xa)~(X2' x,) + ~(Xl' XJ~(X2' xa) 

+ f d'wl ••• d'W,~(Xl' Wl)~(X2' ( 2) 

X G(WI' W2' Wa , w,)K(wa, w" X a , x,), (24) 
where 

~(XI' X2) = (01 T(cPl(X1)cP2(X2» 10) (25) 

and G(Wl' W2, Wa, wJ is the Bethe-Salpeter inter­
action kernel. 

Multiplying Eq. (24) by Po - p2 + m2 and letting 
Po -+ p2 + m2 , we get a homogeneous equation for 
the Bethe-Salpeter amplitude 

X(x1 , x2) = f d'wa d'W,~(XI' W )~(X2' ( 2) 

X G(Wl' W2' Wa, w,)X(wa, w,). (26) 

If we know (a) the Bethe-Salpeter amplitude which is 
obtained from a solution of Eq. (26), (b) the solutions 
to all the tau functions for the elementary fields, and 
(c) that we have a local two-body bound state com­
posed of the particles associated with the fields cPl and 
cP2 (this we assumed to be true)-then we can, in 
principle, determine all the matrix elements for the 
bound states. The mass of the bound state is ascertain­
able from the position of the pole in the tau function. 
Consequently, knowing (a), (b), and (c), we can 
calculate all the properties of the bound states. In 
general, we do not know (c) and, consequently, 
cannot determine all the properties of the bound states. 
The form of the bound-state operator cannot be 
ascertainable by merely observing the properties of the 
tau functions, but is a consequence of additional 
assumptions. In the previous example we assumed 
that we had a local two-body bound state. The deter­
mination of the form of the bound-state operator will 
be discussed in a future paper, so no more will be said 
about it here. We do, however, discuss the various 
possible forms that can occur and their properties. 

In the remainder of this section we divide the class 
of bound states of the first kind into subgroups with 
similar properties. These subgroups are characterized 
by the form of their bound-state operators. We 
consider the following subgroups: 

(A) N-body bound states, 
(B) mixed bound states, 
(C) self-interacting bound states. 

A. N-Body Bound States 

This subclass is characterized by its bound-state 
operator 

B(x) = f d'Wl,"', d'wNh(x; WI' W2,"', WN) 

x :cP;(wl ),"', cPI(WN):, (27) 

where 2 ~ N < a:J. 

Because of the kernel hex; WI' .•. , wN), this bound­
state operator is generally nonlocal. For the special 
case that the operator is restricted to be local we get 
the familiar form of an N-body bound-state operator 

B(x) = :cPix), ... , cPl(X): • ( ) 
(21T)i(2Po)t (01 :cP;(O),' .. , CPI(O): Ib) 28 
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The C number (21T)!(2Po)1 (01 :cMO), ... , CPl(O): Ib) 
is included in order to make the bound-state field 
properly normalized. 

The normal ordering sign : : is needed in order to 
assure (01 B(x) 10) = O. The product of the operators 
on the right-hand side of Eq. (28) is at the same 
space-time point, and in order to make them well­
defined it is implicitly implied that a limiting process 
should be taken. 

From the form of the bound-state operator in 
Eqs. (27) or (28), it is obvious why we say that this 
bound state is composed of N elementary particles 
described by the N fields CPi(X), ••. , CPl(X), It is this 
subclass which is analogous to the familiar bound 
state of atoms and molecules that occur in quantum 
mechanics. 

If we explicitly assume that we have an N-body 
bound state, then we can determine which N fields 
form the bound states by judiciously o1i>serving the 
poles in the various tau functions. Its mass can be 
determined from the position of the poles. If the form 
of hex; WI' .•. , WN) is known, all other properties 
can be established by solving the Bethe- Salpeter 
amplitude and the tau functions for the elementary 
fields. 

In order to illustrate this type of bound state let us 
construct a Lagrangian containing an N-body bound 
state. We will do this by considering a Lagrangian 
with an elementary particle and construct an equiv­
alent Lagrangian in which the particle is composite. 

Consider the case of a pseudoscalar meson inter­
acting with a fermion by means of a Yukawa inter­
action. The meson and fermion are both considered to 
be elementary and the Lagrangian density is of the 
form 

L( cP, 1p, ip) = ip(x)(W + mo)1p(x) + tc/>(x)(D - ft~)cp(x) 

+ goip(x)ys1p(x)CP(x). (29) 

The tau functions for the fermi fields contain the 
well-known poles at the physical mass of the pion. 
By the method in constructed Refs. 1, 2, and 3, a 
Lagrangian which will give the same value for the 
tau functions of the fermi and antifermi fields and not 
contain the boson is 

L",( 1p, ip) = ip(x)(W + mo)1p(x) + t(g~) 

X f ip(x)Ys1p(x)~(x - Xl)ip(X)Ys1p(Xl) d4x\ (30) 

where 

The Lagrangian density in Eq. (30) does not con­
tain the boson field, so by our definition it is a bound 
state relative to this Lagrangian. Its presence is 
manifested by the appearance of the poles in the tau 
functions of the elementary 1p, t¥ fields. A nonlocal 
bound-state operator for boson can be constructed as 
explained in Ref. 3, such that 

I ~(x - y) :ip(Y)Y51p(Y): d4y 
B(x) = ----"-----::---------­

(21T)!(2Po)1 I ~(- y) (01 :ip(Y)Ys1p(Y): Ibi ) d'y 

(31) 

For special values of the bare mass and bare coupling 
constants the Lagrangian density in Eq. (31) can be 
made local, and in this case the bound-state operator 
becomes 

B(x) = :ip(x)Ys1p(x): (32) 
(21T)~{2Pi (01 :ip(O)Ys1p(O): Ib) 

We therefore see that the Lagrangian density in 
Eq. (30) can describe a boson as being a two-particle 
bound state of a fermion and antifermion. Whether or 
not the form of this bound-state operator is unique 
is an interesting question which will be discussed in a 
future article. 

B. Mixed Bound States 

Let us consider that subgroup of bound states which 
are characterized by the operator 

N 

B(x) = Ihi(x; WI"'" Wj) :CPi(W1),"', CPl(Wi):, 
i~1 

where 2 ~ N < 00. 

(33) 

This type of bound state is a generalization of the 
N-body bound state. It is no longer possible to say 
that the bound particle is composed of N elementary 
particles, but it has become a mixture of various 
combinations. 

As is characteristic of the class of bound states of 
the first kind, the mixed bound states will manifest 
their presences as poles in the various tau functions. 
The appearance of the singularities in many cases will 
be identical to that of the N-body bound state, 
and consequently by observing these singularities in 
the tau function it is in general impossible to distin­
guish between N-body bound states and mixed bound 
states. The knowledge of the bound-state operator is 
necessary to describe all the properties of the bound 
state. Therefore, to determine all the characteristics of 
the bound state some additional information other 
than the singularities of the tau functions is needed. 
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In order to illustrate a Lagrangian having a mixed 
bound state let us use the method of constructing 
equivalent field theories. 

Consider the Lagrangian density 

, 
= ! H;(x)(o + m~)<p;(x) 

i=1 

where <Pi(X) is a real scalar field. We can now con­
struct an equivalent theory where the particle asso­
ciated with <PI(X) is a bound state, i.e., the field <Pl(X) 
does not appear in the Lagrangian. 

For a particular choice of the coupling constants, 
the Lagrangian density describing the composite 
system is 

L"'l( <P2' <Pa, <p,) , 
= ! Hi(X)(O + m~)<pl(x) 

i=2 

Since the tau functions of the elementary fields <P2' 
<Pa, and <P4 are equivalent, whether Eq. (34) or Eq. (35) 
is used to evaluate them, the composite particle will 
appear as a pole. Its renormalized bound-state 
operator is 

B(x) 

= (27T)!(2Poi (01 :[ <P2(0).Pa(0) + g<P2(0)<Pa(0)<PiO)]: 10) . 

(36) 

We see that the bound state is of the mixed type. 

C. Self-Interacting Bound States 

This type of bound state is characterized by the 
Heisenberg bound-state operator 

B(x) = !hlx; WI"'" Wj) :<P/WI)" ", <plWj):' 
~ 0n 

This is just the generalization of the mixed bound 
state with an infinite number of terms. This type of 
bound state is unique from the subgroups A and B in 
that the bound state effectively couples directly with 
itself. To illustrate this direct coupling consider the 
Lagrangian density 

L(<p, 1fJ, ip) = t<P(x)(o - f'~)<p(x) - ip(x)(iX' + mo)1fJ(x) 

- igOip(X)Y51fJ(X)<P(x) - A<p'(X). (38) 

This Lagrangian density describes an elementary 

meson, fermion, and antifermion. The elementary 
boson is directly coupled with itself by means of the 
Matthews term A<p(X)'. It is this direct coupling that 
sets this type of bound state from the previous 
examples .. 

The construction of the equivalent theory where 
the meson appears as a bound state has been done 
by the author.2 The Lagrangian density corresponding 
to the composite meson is 

L",(1fJ, ip) R; -ip(x)(iX' + mo)1fJ(x) 

- (+ g;/3g2iipY51fJ cos (lex + l7T) 

4 
- - cos' (lex + l7T) (39) 

9g2 

in the weak coupling limit, where 

ex = arc cos [(27gig2)tip(X)Y51fJ(X)]. (40) 

In the strong coupling limit we get 

L",(ip, 1fJ) R; -ip(x)(iX' + mo)1fJ(x) 

+ (g;/12g2)!ip(x)Y51fJ(x) 

x {cos [2ex(x)] + i-J3 cot [2ex(x)]} 

- _1_ {csc [2ex(x)] + i-J"3 cot [2cx(x)]}" 
36g2 

(41) 
where 

tan ex(x) = [tan t.B(x)]t (42) 
and 

The form of the bound-state operator in the weak 
coupling limit is 

B(x) R; :{ const x cos [lex(x) + l7T] 

+ _ X cos' [lex(x) + 17T]:, (44) const } 
1fJ(X)Y51fJ(X) 

where ex(x) is defined in Eq. (40). Notice that for 
A ---+ 0, Eq. (44) for B(x) reduces to Eq. (32). 

In the strong coupling limit the bound-state operator 
is of the form 

B(x) : const x cos [2ex(x)] + i-J"3 cot [2ex(x)] 

-: const [ip(X)Y51fJ(X)tl{CSC [2ex(x)] 

+ 3 cot [2ex(x)]}', (45) 

where ex(x) is defined by Eqs. (42) and (43). 
The bound-state operators in Eqs. (44) and (45) are 

both of the form of Eq. (37). The meson will manifest 
its presence as poles in the tau functions of the elemen­
tary fields. As before, it is not possible to construct the 
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form of the bound-state operator by merely observing 
the singularities in the tau functions. The only reason 
that we were able to construct the bound-state 
operators was because of the privileged knowledge of 
both the elementary and composite Lagrangian in 
addition to some implicit assumptions that were not 
discussed. 

From what we have said we can epitomize the class 
of bound states of the first kind by saying: 

(a) The set of elementary fields 4>1,4>2"'" 4>N 
that appear in the Lagrangian do not form an irre­
ducible set. 

(b) The bound-state operators Bl , B2 , ••• , B M 

that are needed to make the eigenstates complete can 
be expressed in terms of the elementary fields. 

(c) At least one Bethe-Salpeter amplitude is not 
identically zero: 

(01 T(4)l(Xl), ••. , 4>k(XN» Ib) ~ 0 

for some combination of fields. 
(d) As a consequence of (c) the bound state will 

manifest itself by the appearance of poles in various 
tau functions. Consequently, a homogeneous equation 
for the Bethe-Salpeter amplitude can be derived. 

(e) The form of the bound-state operator can not 
be ascertained from a knowledge of the tau functions 
alone. 

IV. BOUND STATES OF THE Nth KIND 

In the previous section we considered the class of 
bound states that appeared as poles in the tau func­
tions, i.e., bound states of the first kind. Because of the 
pole we could isolate its residue and obtain an explicit 
equation for the Bethe-Salpeter amplitude [cf. Eq. 
(26)]. Knowing the Bethe-Salpeter amplitude, the 
tau functions for the elementary fields, and the form of 
the bound-state operator, we could, in principle, 
calculate all the properties of the bound state. For the 
pole to exist it was necessary that 

(46) 

for some combination of fields 4>i(X), If Eq; (46) is 
identically zero, the pole does not appear but the 
bound state may still exist. It now manifests its 
presence as a branch point in the tau functions. It is 
this class of bound states which appear as branch 
points in the tau functions that we consider in this 
section. 

The bound states that appear as branch points are 
much more complicated than bound states of the 
first kind. Apart from their difficulties, these types of 
bound states are extremely interesting because of the 
possible new kinds of theories that can be considered. 

For example, with this type of bound state it is pos­
sible to construct theories where a spin-t particle 
appears as a bound state of an integer- or zero-spin 
field. The customary procedure is just the opposite, 
i.e., to construct integer-spin particles from spin.! 
particles. It is for this reason that these bound states 
are very enticing regardless of their complexity. 

These bound states that appear as branch points can 
most readily be broken into classes with similar 
properties. These classes, being generalizations of 
bound states of the first kind, are here designated as 
bound states of the second kind, the third kind, or in 
general the Nth kind. 

Let us begin with a discussion of bound states of 
the second kind. As the bound states of the first kind 
were characterized by the statements (a)-(e) at the end 
of Sec. III, the bound states of the second kind are 
characterized by a similar set of requirements: 

(a) The set of elementary fields 4>1' •.. , 4>N that 
appear in the Lagrangian do not form an irreducible 
set. 

(b) The bound-state operators Bl , B2 , ••• , B M 

that are needed to make the eigenstates complete can 
be expressed in terms of the elementary fields. 

(c) For all eigenstates Ibi ) and all combinations of 
elementary fields 

(01 T(4)l(Xl), ••• , 4>k(Xn» Ibi) O. 

(d) For some combination of elementary fields and 
some two-particle eigenstate Ibi , bi) we have 

(01 T(4)l (Xl), •.• , 4>k(Xm» Ibi , bi ) ~ o. 
As a consequence of these properties, in particular 

(c) and (d), the bound state of the second kind will 
manifest itself as a branch point rather than a pole. 
This fact is easily illustrated by the example in Eq. (22). 
If X~b)(Xl' X2) == 0, then the next contribution to 
K(XI , X2 , Xa, Xl) is the two-particle intermediate state. 
The contribution is proportional to 

(01 T(4)1(Xl)4>2(X2)) Ibi , bi) 

lying in the continuum and giving rise to a branch 
point, and the position of the branch point is depend­
ent on the mass of the bound state. 

The difficulties of the bound state of the second 
kind, and so for that matter of the bound state of the 
Nth kind (N ~ 2), are immediately apparent when 
one considers the calculation of a general matrix 
element 

(IXI T(4)l(Xl), ••. ,4>k(Xk» 111), (47) 

where (IXI and 111) are two arbitrary states. In the case 
where we had only bound states of the first kind, this 
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matrix element could be evaluated, since the bound 
state produces a pole which allows one to explicitly 
express the general matrix element [Eq. (47)] in terms 
of the Bethe-Salpeter amplitude and tau functions for 
the elementary fields.ll For the bound states of the 
second kind we have no pole term and consequently 
cannot carry out the analogous calculation. Closely 
related to this difficulty is the ambiguity that arises in 
constructing the properties of the one-particle eigen­
state Ib), since, in general, the only nonzero matrix 
elements that appear are those with an even number of 
bound states, e.g., 

et cetera. 

(01 T(rP(x)rP(Y» Ib) == 0, 

(01 T(rP(x)rP(Y» Ib, b) ¢ 0, 

(01 T(rP(x)rP(Y» Ib, b, b) == 0, 

(01 T(rP(x)rP(Y» Ib, b, b, b) ¢ 0, 

(48) 

This will, in general, be due to the conservation 
numbers that force the matrix element 

(01 T(rP(x)rP(Y» Ib) 

to vanish. Therefore the quantum numbers of the 
bound states are only determined for, at most, the 
product of two bound-state operators. 

In order to illustrate these ambiguities and difficul­
ties we consider an explicit Lagrangian density with a 
bound state of the second kind. We can do this as 
before by means of constructing an equivalent field 
theory. The example we do consider is a spin-! 
fermion as a bound state of the scalar 1T meson. The 
Lagrangian density in which both the fermion and 1T 

meson appear as elementary particles is assumed to be 

L( rP, '1', ip) 

= -ip(x)(iW + mo)1p(x) + H(x)(o - fl~)rP(X) 
+ goip(x)r1p(x), (49) 

where r is either a scalar or pseudo scalar gamma 
matrix. As explained in Ref. 1, the equivalent La­
grangian L",.q;(rP), where the spin-l field appears as a 
bound state, can be obtained from the expression 

f d'xLop.q;(rP) = f d'xHrP(x)(o - fl~)rP(X)} 
- l tr In (I + 2goSrP), (50) 

where 
S(XI - x) = (iW1lJ1 + mo)il(x1 - x). 

The Lagrangians in Eqs. (49) and (50) yield the same 
tau functions for the scalar field rP(x). However, in Eq. 
(50) the fermi field does not appear and consequently 
by our definition is designated as a bound state. It is 

11 S. Mandelstam. Proc. Roy. Soc. (London) A233, 248 (1955). 

also true that if Ib) represents the one-particle eigen­
state of the bound fermi field then 

for all n and arbitrary eigenstates la) that contain an 
odd number of fermions. This is just due to the fact 
that la) must have a noninteger-spin eigenstate and 
rP is a scalar or pseudo scalar field. On the other hand, 
the eigenstate for the product of two spin-l fields 
Ib, b) has a scalar representation and consequently 

if all the other quantum numbers are in agreement. 
Therefore, the Lagrangian density in Eq. (50) con­
tains a bound state of the second kind. 

Notice that just given a Lagrangian with a bound 
state of the second kind we have no way of deter­
mining the quantum numbers of the one-particle 
eigenstate Ib). The quantum numbers are only deter­
mined for the two-particle eigenstates Ib, b), the matrix 
elements containing one-particle eigenstates identically 
vanish. For example, in the above illustration the only 
way we know that Ib) was an eigenstate of spin ! is our 
privileged knowledge of its equivalent field theory 
described by Eq. (49). In general, this information is 
not available. 

We can now generalize the previous definitions to 
include bound states of the Nth kind. We say that a 
bound state belongs to the Nth kind if: 

(a) The set of elementary fields rPl' ... ,rPN that 
appear in the Lagrangian do not form an irreducible 
set. 

(b) The bound-state operators B1 , ••• , B M that are 
needed to make the eigenstates complete can be 
expressed in terms of the elementary fields. 

(c) For all eigenstates Ibi ) and all combinations of 
elementary fields, 

also for all combinations of two-particle eigenstates 
Ibi , bj ) and all combinations of elementary fields, 

and in general for all combinations of eigenstates 
Ib i , ••• , bj ) up to N - 1 particles, 

(01 T(rPl(X1), ••• , rP.(xn» Ibi , ... ,bj ) == 0 

for all combinations of elementary fields. 
(d) For some combination of elementary fields and 

some N-particle eigenstate Ibi , ... , bj), we have 
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The bound states of the Nth kind (N ~ 3) exhibit 
the same difficulties as bound states of the second kind, 
yet with even greater ambiguities. 

A further exploration of the properties of the bound 
states of the Nth kind (N ~ 2) does not seem worth 
the effort at the present time until the more obvious 
difficulties are better understood. 

v. CONCLUSION 

In the previous sections we have discussed the 
properties and kinds of bound states that can occur in 
quantum field theory. We do not intend to imply that 
we have exhausted all possibilities; rather, only the 
more obvious types. Also we have by no means 
exhausted the characteristics and problems associated 
with the bound states; quite to the contrary, we have 
raised more questions than we have solved. In 
particular for the bound states of the second and higher 
kind, we could have broken these classes up into 
subclasses as was done for the bound states of the 
!irst kind. The complexity of the problem did not 
warrant such a discussion until some of the more 
practical difficulties with these bound states are 
pursued. 

Under the bound states of the first kind we con­
sidered three subclasses. The first class, N-body bound 
states, are the most analogous to ordinary quantum 
mechanics. Although the classical picture of N 
elementary particles being bound by an attractive 
force is not valid, we can identify the N-body com­
posite state to be composed of those N particles that 
are associated with the Heisenberg bound-state 
operator [cf. Eq. (27)]. In the case of the mixed 
bound state we can no l~nger say that it corresponds 
to a bound state of N particles. It is a mixture of 
various combinations of particles, the last subclass 
being the self-interacting bound state. If it is indeed 
the case that the 7T meson is to be treated as a bound 
state and has a self-interaction (i.e., the Matthews 
term) then this subclass is very important. We see, 
however, that the problem becomes much more 
complex for self-interacting bound states. 

It is important to notice that just given the knowl­
edge that the bound state appears as a pole in the 
tau function is not enough to determine all of its 
properties. That is, one cannot tell to which subclass 
the bound state belongs, and consequently one cannot 

determine all of its properties. To construct such a 
bound-state operator is not a trivial problem but a 
necessary task, if one is to have full knowledge of the 
composite particle such as is needed in discussing 
composite-particle scattering. This problem will be 
studied in a future article. 

There are a few special examples in which the 
construction of such a bound-state operator is trivial, 
that is, in those cases where the bound-state theories 
have been constructed from an equivalent theory 
where the particle was elementary. This was the case 
for all the examples considered in this paper. How­
ever, given a theory with a composite state that has 
not been constructed from an elementary state, the 
form of the bound-state operator is not apparent 
and it is by no means a trivial task to determine it. 
Such examples are the form of the bound-state 
operator describing the V - () bound state12 in the 
Lee model or the deuteron bound state. It is always 
assumed that the deuteron is a two-nucleon bound 
state, but this need not be the case. 

Taylor13 and Weinberg14 have both given procedures 
for replacing composite particles by elementary ones. 
They have limited themselves to bound states of the 
first kind. Furthermore they have assumed that the 
composite state belongs to the N-body subclass. 
This assumption is completely arbitrary, and in order 
to replace the composite state by an elementary one 
the form of the bound-state operator must be known. 

The bound states of the second and higher kind 
allow us, in principle, to construct bound-state 
theories of a larger class. We need no longer assume 
that the fermi fields occupy a unique fundamental 
position. A position taken, for instance, in construct­
ing the Heisenberg nonlinear theory but in no way 
dictated to us from the intrinsic properties of nature. 

It is apparent that the Lagrangian for these higher 
kinds of bound states are very complex. However, 
it is not apparent that they cannot be simplified in such 
a way as not to destroy the characteristics of the 
bound state. This tas]<: must surely be accomplished 
not only for the higher kinds of bound states, but also 
for bound states of the first kind if field theory is to be 
of any utility in constructing composite theories. 

11 R. D. Amado, Phys. Rev. 122, 696 (1961). 
13 M. M. Broido and J. G. Taylor, Phys. Rev. 147,993 (1966) . 
.. S. Weinberg, Proceedings of the 1962 High Energy Physics 

Conference, CERN, Geneva. 
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Partial-Wave Analysis in Terms of 8L(2, C)/8U(2) Harmonic 
Functions 
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A new scheme for analyzing the scattering amplitude in the s channel of a two-body elastic collision in 
terms of the representation functions of the covering group of the homogeneous Lorentz group is 
presented. The scheme uses representation functions defined on the homogeneous space SL(2, C)/SU(2), 
which for the equal-mass case considered here is the same as the hyperquadric qZ - q: = -ml, where 
m is the particle mass, q is the relative center-of-mass momentum (in the initial or final state), and 
2qo = st is the center-of-mass energy. The corresponding representations are. multi\valued and belong 
to the so-called degenerate (but not most-degenerate) series. The scattering amplitude derived has the 
correct threshold behavior in the s variable. 

1. INTRODUCTION 

Recently, a number of authorsl have generalized 
Toller's idea2 of using the representation of the Lorentz 
group instead ofthose of the rotation group for partial­
wave analysis. The idea of the generalization is to 
make Toller's scheme applicable to directions of 
scattering other than the forward. 

One feature common to the classic Jacob-Wick 
expansion and these extensions is the use of the scalar 
product between "plane-wave" states (or linear­
momentum states) and the angular-momentum states. 
This scalar product turns out to be expressible in terms 
of the representation matrices of the rotation group 
in the Jacob-Wick case and of the homogeneous 
Lorentz group in the Toller-like extensions. It appears 
that one could sometimes dispense with this scalar 
product and derive an expansion of the Jacob and Wick 
amplitude in terms of the basis functions of a unitary 
irreducible representation of the Lorentz group or, 
rather, of its covering group. 

In this paper we propose a simple scheme which 
literally translates the physical situation into mathe­
maticallanguage. 

We consider a two-body elastic collision 

:: -------lo.",C=.-'----) -:: 
with four-momenta Pi, P2, incoming, and - Pa, -P4, 
outgoing, and with all masses equal to m for simplicity. 

• On leave from Department of Physics, University of Ghana, 
Legon. 

1 G. Domokos and G. L. Tindle, Phys. Rev. 165, 1906 (1968); R. 
Delbourgo, Abdus Salam, and J. Strathdee, Phys. Rev. 164, 1981 
(1967). 

I M. Toller, Nuovo Cimento 37, 631 (1965); Internal Reports, 
University of Rome, Nos. 76 (1965); 84 (1965); A. Sciarrino and 
M. Toller, J. Math. Phys. 8, 1252 (1967). 

The scattering amplitude may be written f(O, fP), as 
in Jacob and Wick's paper,3 where 0, fP are the usual 
spherical angles with fP azimuthal. We note that these 
authors expand this amplitude in terms of the functions 
dil'(20) , which are the harmonic functions for the 
group SU(2),4 the covering group of the rotation 
group. One expects then that a natural extension of 
this expansion to one that uses the representation of 
the Lorentz group would involve the use of the 
harmonic functions for the group SL(2, C), the cover­
ing group of the Lorentz group. 

As far as partial-wave analysis is concerned, a simple 
chain of inclusions , Ptm(O) C d1./20) c ... , within the 
family of the harmonic functions would then be set up. 

N ow the (physical) s channel is unambiguously 
defined by the (mathematical) relatidn 

s = (Pl + pJ2 = (2qcJ2 > 4m2, 

t = (Pl + Pa)2 < 0, (1.1) 

where 2qo is the center-of-mass energy and is positive. 
For the equal-mass case which we consider we have 

s = 4(q2 + m2), (1.2) 

where q is the relative center-of-mass momentum. 
The relation s < 0 has a two-fold ambiguity only to 

the extent that it refers to both the t and the u channels. 
In the physical channel one has to use wavefunc­

tions for which s = (2qO)2 > O. One also constructs the 
scattering amplitude to be a Lorentz-invariant. Put 
in mathematical language, the scattering amplitude is 
a linear combination of functions defined on the 
space s = (2qO)2. Such a space is easily constructed. 
The corresponding functions span a Hilbert space. 
They are the so-called harmonic functions of which 
Ptm(cos 0) and dl/20) are the first two examples. 

• M. Jacob and G. C. Wick, Ann. Phys. (N.Y.) 7, 404 (1959). 
• R. Rllczka and J. Fischer, Commun. Math. Phys. 3,233 (1966); 

M. A. B. Beg and H. Ruegg, J. Math. Phys. 6, 677 (1965). 
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2. THE s CHANNEL AS A HOMOGENEOUS 
SPACE 

From the relation 

s = 4(q2 + m2), 

we have 
q2 _ qg = _m 2

, qo > o. (2.1) 

With m fixed, (2.1) allows for the joint variation of 
Iql and s. 

We denote the hypersurface defined by (2.1) by S. 
It is probably well known that this surface is homeo­
morphic to the homogeneous space 

SL(2, C)/SU(2). 

Nevertheless, it may be instructive to prove this here, 
more so as our proof is really simple. 

Suppose f, g are two matrices of SL(2, C), that is, 
matrices of the form 

where a, b, c are arbitrary complex numbers and 
a ¥= O. Then the elements of SL(2, C)jSU(2) are the 
co sets of SU(2) in SL(2, C). These are characterized 
as follows: f, g lie in the same coset of SU(2) if and 
only if f-lg E SU(2), i.e., 

if and only if fJTj TfJg E SU(2), 

where fT denotes the transpose off and 

It follows that 

(2.2) 

(fJTjTfJg)tfJTjTfJg = 1, (2.3) 

where t is the adjoint (or Hermitian conjugate) oper­
ation. 

Hence 

i.e., 
fft = ggt = K, say, (2.4) 

where K is a Hermitian matrix 

(
kl k2) 
k: ka ' 

where kl' ka real and positive and k2 complex. 
Conversely, if fr = ggt, then f, g belong to the 

same coset of SU(2). 
The co sets of SU(2), i.e., the elements of SL(2, C)j 

SU(2) , are therefore represented by the points kl' 
k2' k s . These numbers are, however, not independent 

because K must be unimodular. Thus we must have 

(2.5) 

Suppose no~ that y, z are two complex numbers and 
qo, q2 two real numbers and m a real and positive 
number. 

Let us put 

Re k2 = Iyl/m == ql/m, say; 

1m k2 = Izl/m == qa/m, say; 

mkl = qo - q2; 

mka = qo + q2· 

Then (2.5) becomes 

q2 _ q~ = _m2, 

(2.6) 

2qo = m(k1 + ka) > O. Q.E.D. (2.7) 

In deriving Eq. (2.7) for the hypersurface S I'::::j 

SL(2, C)/SU(2), we have allowed y, z to be complex 
in order to reduce the degeneracy of the representations 
later to be constructed on S. It is, however, to be 
understood that the physical components of momen­
tum are given by ql = Iyl, q2 and qa = Izl. The phases 
introduced by the complexification of y and z are 
therefore to be regarded as unphysical. 

The space S is conveniently parametrized as follows: 

m-ly = Xl + iX2 = 2-tei
'l'1 sin () sinh IX, 

-1 2-t . () . h m q2 = X5 = sm sm IX, 

m-lz = Xa + ix, = ei'l" cos () sinh IX, 
(2.8) 

m-lqo = X6 = cosh IX, 

o ~ ({Jl ~ 27T, 0 ~ ({J2 < 27T, 0 ~ () < 7T/2, 
o ~ IX < 00. 

Mathematically, () is a free parameter and simply 
measures the inclination of q with respect to arbitrarily 
chosen axes. With a judicious choice of these axes, 
we may (physically) identify () with the s-channel 
center-of-mass scattering angle, usually written ()s. 

Another way of putting this is to note that q2 is the 
same for initial and final states, so that in (1.2) we 
could substitute (q')2 for q2, where q' is the final state 
relative center-of-mass momentum. This operation 
then ties up the dynamics of scattering which involves 
the momentum-transfer variable t, with the kinematics 
supplied by s and other initial conditions. 

The metric on S is induced by the metric g"p(ED­
for a positive-definite line element ds2 = x"g"pxp-on 
the six-dimensional pseudo-Euclidean space E~. This 
is given by 

6 

g"p(S) = L gk!(E!)o"xkopx!, IX, fJ = 1, 2, 3,4, (2.9) 
k,!=l 
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where 

and 

Hence, 

-g(S) = 

-1 

-1 o 
-1 

-1 

o -1 

(

! sin2 o~ sinh2 
0( 

o 
o 

o 
cos· O. sinh" at: 

o 
o 

o 
o 

1 

sinh" at: 

o ~} 
(2.11) 

(g)! = (ldetg(S)I)! = t sin Os cos Os sinh3 ot. (2.12) 

3. THE HARMONIC FUNCTIONS 

The harmonic functions are eigenfunctions of the 
so-called Laplace-Beltrami operator 

L\(S) = (g)-!a"g"p(s)(giap, (3.1) 

where the g"P(S) are the matrix elements of g(S)-l. 
From (2.10), (2.11), (2.12), and (3.1) we obtain 

L\(S) = __ 1_ ~ sinh3 ot ~ __ b - (3.2) 
sinh3 ot aot aot sinh2 ot ' 

where 

() = 1 ~ sin Os cos Os ~ 
sin Os cos Os aos aos 

1 a2 2 a2 

+ --2 - -a 2 + -'-2- -2' (3.3) 
cos Os CP2 sm Os aCP1 

As usual, we chose the cP dependence of the eigen­
functions of L\ in the form 

exp [i(,u1 CP1 + ,u2CP2)]' 

The constant ,u2 we take as an integer m2, so that the 
eigenfunction is single-valued in CP2' With regard to 
CP1' however, we are forced by (later) physical con­
siderations to choose ,u1 = m1/(2)!, where m1 is an 
integer. The eigenfunctions are therefore multi valued 
in CPl' This is why we must work in the range 0 ~ 
CP1 < 217'. The numbers ,u1, ,u2 are subject to a con­
straint,u1 + ,u2 = M, where M is an arbitrary number. 

The operator b then has the eigenvalues -2j(2j + 2), 
where 2j is an integer, and eigenfunctions 

-t 
'Y(O., CP1' CP2) = N ei [m1(2) q>1+m2q>.] 

di(m1-m2).i(m1+m.)(20s) (3.4) 

where dl".(20s) is defined as in Ref. 5, i.e., in terms of 
Jacobi polynomials P;P(cos Os): 

d;, (20) = [r(j + m' + 1)r(j - m' + I)]! 
m ,m s r(j + m + 1)r(j - m + 1) 

X (cos Os)1>l'+m(sin Os)m'-m 

X Pj~;;,,!,,m'+m(cos 20s)' (3.5) 

Finally, we have to solve the eigenvalue equation 

L\V(ot) = [ __ 1_ ~ sinh30t ~ + 2j(2j + 2)]V(IX) 
sinha IX dot dot sinh2 

IX 

= AV(IX). (3.6) 

An equation of this form has been studied by Limic, 
Niederle, and R~czka6 in connection with the con­
tinuous most-degenerate representations of the group 
SO(4, 1). Their results indicate that L\ has only a 
continuous spectrum: 

A = _A2 - -1, 0 ~ A < 00. (3.7) 

The (normalized) eigenfunction vI' is given by 

V~(IX) = K-! tanh2i 
IX coshiA

- t IX 

X 2F1(j - t(iA - !),j - tCiA - t); 

2j + 2; tanh2 
IX), (3.8) 

where 

K = / (217')!r(iA)r(2j + 2) /2 
r(j + !(iA + !»rU + !(iA + t» . (3.9) 

The normalization of the functions 'Y(O., CPl CP2), 
VI'(IX) is carried out with respect to the invariant 
measures sin Os cos Os dOs dcpl dCP2 and sinha otdot, respec­
tively. The harmonic functions form an orthonormal 
set of functions. 

4. THE SCATTERING AMPLITUDE 

For a two-particle system with incoming helicities 
Aa , Ab and outgoing helicities Ac , Ad the scattering 
amplitude is a square-integrable junction on S, 
provided we assume a finite total cross section which 
goes to zero at s ~ 00. It may then be written as a 
linear combination of the harmonic functions on S: 

6 A. R. Edmonds, Angular Momentum in Quantum Mechanics 
(Princeton University Press, Princeton, N.J., 1957). 

6 N. Limic, J. Niederle,and R. Rllczka, J. Math. Phys. 7 2026 
(1966). ' 
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where 
ml = Aa - Ad + Ae - A" , 
m2 = Ae - Aa + Ab - Ad, 

sinh IX = Iql/m, cosh IX = sl/2m, 

and j is the angular momentum. The quantity CiA does 
not depend on s. 

We have factored out (j + l)lIql so as to put the 
expansion in a form analogous to the Jacob-Wick 
expansion. 

We have also averaged over the unphysical angles 

fPl' fPs· 
It is the fact that ml, m2 turn out to be linear com-

binations of the helicities that constrained us to use the 
multi-valued representations. 

If we compare our expansion (4.1) with the Jacob­
Wick expansion 

!A.A.,AaAb(E,O) = I~I ~ (j + 1) (AeAdl Ti(E) I AaAb) di,.(O), 

A = Aa - Ab , P. = Ae - Ad, (4.2) 

we see that, assuming that the order of integration and 
summation may be interchanged in (4.1), 

Ti(E) = f"dA CiAV~(IX). (4.3) 

We thus have an explicit analytic form for the energy 
dependence of the scattering amplitude. The function 
CiA is of the form of a form factor in A space. It must 
be of such a form as to ensure the convergence of the 
integral. "-

Let us take a quick glance at the analytic structure 
of VNIX) as a function of s. 

First we note that its 2Fl component is a single­
valued analytic function of tanh2 IX (= 1 - 4mBls) in 
the whole (complex) tanh2 IX plane with a branch cut 
along the positive real axis from + 1 to + 00. This cut 
thus corresponds to s < O. This is the usual left-hand 
cut of the elastic scattering amplitude. One would 
obtain the right-hand cut by analytic continuation into 
the complex s plane. For the analytically continued 
amplitude, one expects a cut from s = +4m2 to s = 
+ 00. Our amplitude Ti(E) would be the boundary 
value (from above) of this analytically continued 
amplitude. 

Let us also consider the asymptotic behavior of 
Ti(E) as s goes to infinity,7 i.e., as tanh2 IX -+ 1. 

In this limit, the series for 2Fl(a, b; c; tanh2 IX) is 
absolutely convergent if and only if 

Re (a + b - c) < o. 
7 This is to be considered a mathematical limit, since physically 

such a limiting process would open up inelastic channels and our 
expansion would break down. 

For the function VfCIX) this corresponds to 

Re (j - l(iA - 1) + j - lOA - t) - 2j - 2) 

= Re (-iA) = 0, 

irrespective of the value of j. Thus using the formula 

2Fl(a, b; c; 1 - E) 

= ~(c) ! rea + n)r(b + n) (1 - E)" 
r(b)r(a) ,,-0 r(c + n) n! 

1 > Re (a + b - c) ~ 0, 

c F 0, -1, -2,'" , E > 0, 
we have 

Ti(E)......., (_S_)-i (!Xl dA CiA (_S_)iA/Z 
• ... !Xl 4m2 Jo 4mB 

r(2j + 2)r(4 + iA) 44 
X r(j + If + iA/2)r(j + l.f + iA/2)' (.) 

That is, Ti(E) goes to zero at least as .ri . For the 
reason given in Footnote 7, this is only of mathe­
matical and not of experimental interest. 

What is of experimental interest is the behavior at 
small s, i.e., the so-called threshold behavior. 

Thus for s = 4ml(1 + e), E a small parameter, 

tanh2 IX = 1 - 4m21s 1::::1 E (4.5) 
and 

~l(a, b; c; tanh2 IX) 1::::1 1 + (ablc) tanhl IX. (4.6) 

Then, 

Ti(E) = So!Xl dA CiAK-l(1 - 4m2/s)2f(s/4m~iA/2-i 

where 

and 

X {I + (1 - 4mBls) 

X [j - l(iA - t)][j - l(iA - t)]} (4.7) 
2j + 2 

= X-i - 2i(X - 1)21 So!Xl dA F(jA) exp r~ In x) 
X (1 + x-lex - 1) 

X (j + 1)2 - /6 - A2/4 - i(j + l)A) 
2(j + 1) , 

(4.8) 

x = sl4m2 = 1 + E 

(4.9) 

Since x is close to 1, exp (lA In x) is a slowly varying 

8 W. Magnus, F. Oberhettinger, and R. P. Soni, Formulas 
and Theorems for the Special Functions of Mathematical Ph~sics 
(Springer-Vedag, Berlin, 1966), p. 37. 
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function of A; its period 47T/ln x is almost infinite! 
We may therefore set it equal to 1 as a first approxi­
mation. Furthermore, F(jA) is of the nature of a form 
factor in A space. We cannot determine its exact form 
within the context of this general theory. To do this 
one has to bring in such other constraints as unitarity 
and crossing on the scattering amplitude. A (mathe­
matically) desirable form which it should have would 
be the Gaussian form 

exp [-N/oc(j)], (4.10) 

where oc(j) is some function of j. The A integra­
tion would then be trivial. In any case, with the 
exp (-iA In x) term disposed of as we indicated, we 
can study the s behavior of Ti(E) and hence of 
the differential cross section 

da ""' /! TJ(E)/z q-Z 
dO. i 

without carrying out the A integration. The two terms 
of (4.7) give a variation of TJ(E), with s of the forms 

Yt = X-t- 2i(X - 1)2; 
and 

Y2 = x-t-2i- 1(x - 1)21+1, 

respectively. Now, 

dYl = [-(! + 2j) + ...JL]x-t-2i(X _ 1)2i. (4.11) 
dx x x - 1 

Thus, since x > 1, 
dYt> ° -< 

according as 

i.e., according as 

Similarly 

according as 

dx 

2j >! + 2j -- < ---, 
x - 1 x 

x ~ I + ~j. 

dY2 ~ ° 
dx 

x ~ I + t(2j + 1). 

(4.12) 

(4.13) 

s = 1 _s_ 
FIG. 1. General form of s dependence of partial-wave amplitude 

Ti(E). The hump in the j = 0 curve would be absent if we used only 
the leading term in (4.8). 

It follows that the scattering amplitude has the 
threshold behavior indicated in Fig. 1, which is the 
correct one. One cannot make any definite dynamical 
predictions without studying the detailed form of 
F(j, A) and without effecting the A integration. This 
problem is being studied. 

Let us conclude with a remark on crossing and 
reggeization. When one goes to the crossed channels, 
one has s < 0, t > 0; s < 0, u > 0. One would again 
derive an expansion in terms of harmonic functions 
as before, using spaces defined by t > ° and by u > 0, 
respectively. Analytic continuation from one channel 
amplitude to another is then quite straightforward. 
If one then wishes to "reggeize" one would do so 
simply by executing the integral S: dA as a contour 
integral. One does so by suitably closing the contour 
in a complex A plane. One would then pick up poles of 
T in the A plane. These poles are expected to be 
subject to some constraints of the form f(A,j) = 0. 
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The infinite series, absolutely convergent if Ixl + Iyl < I, for Appell's F. (ex, p, P', y, y'; x, y) is analyti­
cally continued into a linear combination of four infinite series in powers of (x - 1) and (y - 1); each of 
the latter four series is absolutely convergent if Ix - 11 + Iy - 11 < 1. The analytic continuation is 
carried out by manipulation of the Mellin-Barnes integral representations for the hypergeometric 
functions appearing in the course of the calculation. 

I. INTRODUCTION 

Appell's hypergeometric series F2 , which is a 
function of two complex arguments x and y, and of 
five complex parameters IX, {3, {3', y, and y' (y, y' ::;t. 0, 
-1, -2," .), is defined as follows1. 2 : 

F (IX {3 (3' '. x ) = ~ ~ (lX)m+nC{3)m({3')n xmyn 
2 , , , y, y, ,y .£.,.£., ( ) (') " ' 

m=O ,,=0 Y m Y nm. n. 

where the symbols of the type (b)m are given by 

(

1, if m = 0, 
reb + m) 

(b)m = reb) = b(b + 1) ... ~b + m - 1), 
If m = 1,2, 

(1) 

The series (1) converges absolutely for Ixl + Iyl < 1 
and, in general, diverges for Ixl + Iyl > 1.1.2 

In calculations related to certain physical prob­
lems,3.4 the need may arise for analytic continuation 
of F2 into a series that is convergent in a neighborhood 
of the point x = 1, Y = 1. Borngasser5 obtained series 
expansions, in powers of (1 - x) and (1 - y), of the 
four linearly independent functions that are solutions 
of the system of partial differential equations satisfied 
by F2 • Formulas for the analytic continuation of 
Appell's F2 to a neighborhood of x = 1, Y = 1 were 
first given by Olsson.6 Subsequently, more results 
were presented by Almstrom and Olsson.7, The con­
tinuations of Olsson were derived with the aid of 

1 P. Appell and J. Kampe de Feriet, Fonctions hypergeometriques 
et hypersphiriques: polynomes d'Hermite (Gauthier-Villars et Cie., 
Paris, 1926), pp. 13-19. 

• Higher Transcendental Functions, Vol. 1, A. Erdelyi, Ed. 
(McGraw-Hill Book Company, Inc., New York, 1953), pp. 222-229. 

3 L. C. Biedenharn, J. L. McHale, and R. M. Thaler, Phys. Rev. 
100, 376 (1955). 

« K. Alder, A. Bohr, T. Huus, B. Mottelson, and A. Winther, Rev. 
Mod. Phys. 28, 432 (1956). 

5 Ludwig Bomgiisser, "Uber hypergeometrische Funktionen 
zweier Veriinderlichen," Dissertation, Technische Hochschule 
Darmstadt, 1933, pp. 42-45. 

• P. O. M. Olsson, Arkiv Fysik 30, 187 (1965); 29, 459 (1965). 
7 H. Almstrom and P. Olsson, J. Math. Phys. 8, 2013 (1967). 

manipulations of series and of the use of an integral 
representation of Euler's type for a function appear­
ing in the calculation. In the present work, the vehicle 
for carrying out the desired continuation of F2 is the 
Mellin-Barnes type of integral representation for 
hypergeometric functions, and an application of 
Barnes's lemma provides the essential simplification 
that makes the calculation feasible. 

II. ANALYTIC CONTINUATION OF F2 TO THE 
VICINITY x = 1, Y = 1 

Appell's hypergeometric function F2 may be ex­
pressed in terms of a Mellin-Barnes contour integral 
as follows8 : 

F2(1X, {3, (3', y, y'; x, y) 

r(y') 1 f- k+
iOO 

= r(lX)r({3') 27Ti -k-ioo F(IX + t, (3; y; x) 

X r(1X + t)r({3' + t) r(-t)(- )t dt (2) 
r(y' + t) Y, 

where F(IX + t, (3; y; x) is Gauss's hypergeometric 
function. 9 In (2), the contour in the t plane parallels 
the imaginary axis, except that, where necessary, it is 
indented so that the poles of r(1X + t)r({3' + t) all lie 
on the left-hand side of the contour, and the poles of 
r( -t) all lie on the right-hand side. From the asymp­
totic behavior of r(c + t) for large It I and fixed C,IO 

and of F(IX + t, (3; y; x) for large Itl, and for fixed 
IX, {3, y, x, and arg (t) (see Appendix A), it may be 
concluded that the integral in (2) converges absolutely 
ify ::;t. 0, x ::;t. 1, and iflarg (-y)1 < 7T, larg (l - x)1 < 
7T, and larg (-y) - arg (1 - x)1 < 7T. All of the above 
conditions can be satisfied if both 1m (x) > ° and 
1m (y) > 0, or if both 1m (x) < ° and 1m (y) < 0; 
one of these two sets of conditions is assumed to hold 
until further notice. 

8 Reference I, p. 40. 
• Reference 2, p. 56. 
10 Reference 2, p. 47. 
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APPELL'S HYPERGEOMETRIC SERIES F2 

Barnesll •12 has established the following integral 
representation for Gauss's hypergeometric function: 

F(a, b; c; z) 
r(c) 1 I'-Hioo 

= - J rea + s) 
r(a)I'(b)I'(c - a)r(c - b) 271'i -l-ico 

X reb + s)r(c - a - b - s)r( -s)(1 - z)' ds, 

iterated integral which yields 

F2(~' {3, (3', y, y'; x, y) 

= r(y)r(y') _1 

r(~)r({3')r(y - (3)r«(3) 271'i 

X I~~:~oor({3 + s)r( -s)(1 - x)' 

X [_1_ I-HiOO r(~ + s + t)r({3' + t) 
271'i -k-ioo r(y - ~ - t)r(y' + t) 
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(3) 

where larg (1 - z)1 < 271', and where the poles of 
rea + s)r(b + s) are on the left, and the poles of 
r(c - a - b - s)r( -s) are on the right of the 
contour in the s plane. If a is replaced by ~ + t, b by 
{3, c by y, and z by x, Eq. (3) then gives an integral 
representation which may replace the hypergeometric 
function inside the integral of formula (2). Suitable 
restrictions on the parameters make it possible to 
interchange the order of integrations in the resulting 

x r(y - ~ - {3 - s - t)r(-t)(-y)t dt] ds. (4) 

It remains to transform the inner integral on the 
rhs of (4) into a form involving a power of 1 - y. 
This calculation may be begun with an application of 
Barnes's lemma,13 according to which 

_1_ J-m+ioo r(1X. + s + u)r({3' + u)r(t - u)r(y' - (3' - ~ - s - u) du = r(~ + s + t)r({3' + t) (5) 

271'i -m-ioo r(y' - (3')r(y' - ~ - s) r(y' + t) , 

provided that the poles of r(~ + s + u)r({3' + u) are 
on the left, and the poles of r(t - u)r(y' - (3' -
IX. - S - u) are on the right of the u contour. Note 
that only one of the arguments of the gamma functions 
inside the integral in (5) involves t. The expression on 
the rhs of (5) appears as a factor inside the inner 

integral in (4). If the integral representation (5) is 
substituted for this ratio of gamma functions in (4), 
and the order of performing the operations of inte­
gration along the u and along the t contours in the 
resulting integral is reversed, one obtains for the 
inner integral in (4): 

~ J-m+ioo r(1X. + s + u)r~{3' +,u)r(;' - (3' - IX. - S - u) 

271'1 -m-ioo r(y - (3 )r(y - IX. - s) 

x -. (-yi dt du. (6) [ 
1 I-Hioo 1'( -u + t)r(y - (3 - IX. - S - t)r( -t) ] 

271'1 -k-ioo r(y - IX. - t) 

If Iyl > 1, the inner integral (including the factor 1/271'i) of (6) is equal to the sum of the residues of the 
integrand at the poles of 1'( -u + t),14 i.e., equals 

r(y - (3 - IX. - S - u)r(-u) (-y)"F(y _ (3 _ IX. _ S _ u, -u; y - IX. - u; !), 
r(y - IX. - u) Y 

which, by Euler's transformation,15 becomes 

r(y - (3 ~ IX. - S - u)r(-u) (-yt(y - I)UF ({3 + s, -u; y _ IX. _ u; _1_). 
r(y - IX. - u) y 1 - Y 

The ratio (_y)u/yU is e'firru, where the upper, or lower, sign in the exponent corresponds to 1m (y) > 0, or to 
1m (y) < 0, respectively. The above expression may again be given in terms of a Mellin-Barnes contour integral 

1=irru r(y - (3 - IX. - S - u) 1 l-n+ioo 1'( -u + v)r({3 + s + u - v)r( -v) ( )V d 
e - y - 1 v, (7) 

r({3 + s) 271'i -n-ioo I'(y - IX. - v) 

where larg (y - 1)1 < 71' and where the contour divides the v plane so as to separate the poles of 

11 E. W. Barnes, Proc. London Math. Soc., Ser. 2, 6, 141 (1908). 
12 E. T. Whittaker and G. N. Watson, A Course of Modern Analysis (Cambridge University Press, London, 1927), 4th ed., p. 290. 
13 Reference 11, p. 155; Ref. 2, p. 50, Eq. (8). 
14 This assertion is closely related to one proved in Ref. 12, Sec. 14.5. 
16 Reference 2, p. 109, Eq. (6). 
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r( -u + v) from those of r({3 + 5 + u - v)r( -v); 
the proof of this assertion lies in assuming that 
Iy - 11 > 1 and then evaluating the integral as 2TTi 
times the sum of the residues of the integrand at the 

poles of r( -u + v). If (7) is now substituted for the 
expression within brackets in (6), and the order of 
integrations in the resulting double integral is reversed, 
one obtains 

1 1 f- n
+

ioo r( -v) v 

r(y' - {3')r(y' - IX - 5)r({3 + s) 2TTi -n-ioo r(y _ IX _ v) (y - 1) 

X [~f-m+iOOr(IX + s + u)r({3' + u)r({3 + s - v + u)r(y - {3 - IX - S - u) 
2TTl -m-ioo 

The expression in brackets in (8) will be called M_ or 
M+, the subscript corresponding to the sign in the 
exponent. M ~ is evaluated in terms of SF2 generalized 
hypergeometric series of unit argument in Appendix 
B.16 

X r(y' - {3' - IX - S - u)r(v - u)e~i1TU du J dv. (8) 

If now the expression for M ~ obtained in Appendix 
B [formulas (B9) and (BlO)] is substituted into (8) 
and the resulting integral replaces the inner integral 
on the rhs of (4), the following integral representation 
for an analytic continuation of Appell's F2 is obtained: 

" r(y)r(y')~1T"'[e±i1T(fJ'-Y') 1 j-HiOOj-n+ioo 
F2(IX, {3, {3 , y, y ; x, y) = r(IX)r({3)r({3') r(y _ {3) (2TTi)2 -I-ioo -n-ioo LI(IX, {3, {3', y, y'; s, v) 

X r(y' - {3' - IX + {3 - v)r( -v)r( -s) (x _ 1)'(y _ It dv ds 
r(y - IX - v) 

~1T(fJ-Y) 1 j-l+iOOj-n+ioo 
+ r( I {3') (2 .)2 . . L2(IX, {3, {3', y, y'; s, v) y - TTl -I-too -n-too 

X r(y - {3 - IX + {3' - s)r( -s)r( -v) (x _ 1)'(y _ lY dv dS]. (9) 
r(y' - IX - s) 

The upper or lower signs, respectively, in the exponents 
in (9) correspond to 1m (x) > 0 and 1m (y) > 0, or, 
respectively, to 1m (x) < 0 and 1m (y) < O. Use has 
been made of the fact that e±i1T8(1 - X)8 == (x - 1)8, 
where in either case larg (x - 1)1 < TT. An asymptotic 
bound for large 151 and/or. large Ivl of the sF2's of unit 
argument present implicitly in the integrands on the 
rhs of (9) is derived in Appendix C. From this asymp­
totic approximation it may be inferred that both double 
integrals in (9) converge absolutely, if x =;!: 1, Y ¥= 1, 
and 

larg (x - 1)1 < TT, 

larg (y - 1)1 < TT, (10) 

larg (x - 1) - arg (y - 1)1 < TT; 

hence, the previously assumed conditions on x and y 
may be relaxed to the weaker restrictions (10); that is, 
(9) immediately provides a further analytic continua­
tion of F2 • 

The final step in the derivation is to evaluate the 
rhs of (9) in terms of infinite series in powers of 
(x - 1) and (y - 1). To accomplish this, it is sufficient 

18 Note that the s and v contours divide the increasing from the 
decreasing sequences of poles of M+ and M_. 

to assume temporarily that Ix - 11 < t, Iy - 11 < t, 
larg (x - 1)1 < TT/2, and larg (y - 1)1 < TT/2. Let CI 

be the contour in the s plane consisting of the vertical 
straight-line segment s = -/ + iYI, R ~ YI ~ -R, 
and of the semicircle 5 = -/ + R eilp1

, -TT/2 S CPI S 
+TT/2, and let C2 be a similar contour in the v plane 
(one may restrict the parameter values so that these 
vertical straight lines divide the increasing from the 
decreasing sequences of poles of the integrand). 
Choose R so that neither CI nor C2 passes through any 
of the singularities of the integrands of the rhs of (9). 
Then as R ---+ + 00 (in a manner so that the distance 
from the contours to the singularities is bounded 
away from zero), one has 

j-l~iOO dsf-n~ioo dv 
-l-zoo -n-too 
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It can be shown, with the aid of the results of Appendix C, that, if the rhs of (9) is written as the limit of four 
integrals according to (11), then each of the latter thre~ integrals tends to ~ero a~ R -+ 00; at the same 
time, the first integral may be evaluated with the reSIdue calculus. Applymg this process to (9), one 
obtains the desired series17

: 

I I. _ r(y)r(y/)r(y - {J - 1'1 + {J/)r(y' - (J' - oc + (J) e=J=i"(ac+P'-y') 
F2(oc, {J, (J , 1', I' , x, y) - r({J')r(y _ {J)r(y' - {J' + (J)r(y - oc) 

i: ! (oc)m+,,({J)m(oc + 1 - y)n 
x m-O n=O m! n! (1" - {J' + {J)m(oc + 1 - 1" + {J' - {J)n 

F [OC + 1 - I' + {J - {J' + m, 1" - {J' - oc + {J - n, 1" - {J'; IJ(1 _ x)m(1 _ y)n 
X a 2 1" _ {J' + {J + m, 1 - I' + {J + 1" - {J' 

+ r(y)r(y')r(oc - I" + {J' - (J) e±i .. (ac+p'-r')(y _ 1)1'-P'-I%+P 
r(oc)r({J')r(y - (J) 

i: ! (1" - {J' + {J + m)n({J)m(1 - I' + {J + 1" - {J')n 
X m-O n=O m! n! (1 + 1'1 - {J' - oc + {J)n 

X F [OC + 1 - I' + {J - {J' + m, -n, 1" - {J'; IJ(I _ x)"'(1 _ y)n 
a 2 1" - {J' + {J + m, 1 - I' + {J + 1" - {J' 

+ r(y)r(y')r(yl - {J' -I' + {J)r(y - (J - oc + (J') rir(I%+P-Y) 

r({J)r(y' - {J')r(y - {J + (J')r(y' - oc) 

i: ! (oc)m+n({J'),.(oc + 1 - y')m 
X ",-0 n=O m! n! (I' - {J + {J')n( oc + 1 - I' + {J - {J')", 

X aF2[OC + 1 - 1" + {J' - {J + n, I' - {J - oc + {J' - m, I' - (J; IJ(1 _ x)"'(1 _ y)" 
I' - {J + {JI + n, 1 - 1" + {J' + I' - {J 

+ r(y)r(y/)r(oc - I' + {J - (J') e±i7T(<<+p-l')(x _ 1)1'-P-«+P' 
r(oc)r({J)r(y' - (J') 

xi: i(Y - P + {J' + n)",({J')n(l - I" + {J' + I' - {J)m 
m=O ,,=0 m! n! (1 + I' - {J - oc + {J')m 

X aF2[OC + 1 - I" + {J' - {J + n, -m, I' - {J; IJ(1 _ x)"'(l _ y)". 
I' - {J + {J' + n, 1 - 1" + {J' + I' - {J 

(12) 

The rhs of (12) consists of four terms, each containing a doubly infinite sum; the third and fourth terms 
differ from the first and second, respectively, by simultaneous interchange of x and y, {J and {J', I' and 1". The 
cases I' - {J - 1" + {J' = integer, 1" - {J' - oc + {J = integer, and I' - {J - oc + {J' = integer have been 
avoided in obtaining (12); these special cases aside, the restrictions put on the parameters are no longer needed, 
and the validity of (12) may be extended, by analytic continuation in the parameters, to almost all sets of 
values of oc, {J, {J', 1', and 1". With the aid of the results of Appendix C, it may be concluded that all four series 
on the rhs of (12) will converge absolutely if Ix - 11 + Iy - 11 < 1. Thus, Eq. (12) is the essential result of this 
paper. 

It is possible to write the second and the fourth term on the rhs of (12) in the form of Appell's hyper­
geometric function Fa; this will now be done. Consider the hypergeometric function18 

x-pyP'-Y'Fa({J,yl - {J', {J + 1 - 1', 1 - {J', 1" - {J' + (J - oc + 1; 1 : y , y ~ 1) 

=! ({J)m({J + 1 - 1')", F [I" - {J', 1 - {J'; (y - 1)/YJ (1 - y)mx- fJ fJ'-r'. (13) 
m=0 (1" - {J' + {J - IX + l)mm! 2 1 y' - {J' + {J - IX + 1 + m x y 

17 The function Fs and its analytic continuations will be singular only on the planes x = 0, y = 0, x = 1, Y = 1, x = co, y = co, 
x + y = 1 (cf. Ref. 1, pp. 42-49), The choice of signs in the exponents of (12) corresponds to a choice of paths for the analytic continua-
tion described in the text. , , 

18 If this function is multiplied by (l - y)7 -/1 -0:+/1, it will be a solution to the system of partial differential equations satisfied by F •• 
Compare P. O. M. Olsson, Arkiv Fysik 25, 473 (1964), especially p. 480. 
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If one applies Euler's transformation to the hypergeometric function under the summation sign, the rhs of 
(13) becomes 

! (f3)m(f3 + 1 - Y)m 2FI[Y' - f3', y' + f3 - oc + m; 1 - YJx-p-m(1 _ y)m. 
m=O (y' - f3' + f3 - oc + 1)mm! y' - f3' + f3 - oc + 1 + m 

If 11 - xl + 11 - yl < 1, one may write the above sum as a series in powers of (1 - x) and (1 - y) by 
expressing the hypergeometric function as an infinite series in powers of (1 - y), expanding x-P- m = 
[1 - (1 - x)]-P-m as an infinite series in powers of (1 - x), interchanging the order of summation, and 
collecting terms. The following series is then obtained: 

! I (y' + f3 - ocMf3)P(y' - f3')q F [ f3 + p, f3 + 1 - y, -q; 1 J(1 _ x)1>(1 - y)q. (14) 
1>=0 q=O (y' - f3' + f3 - oc + 1 )qp! q! 3 2 f3' + 1 - y' - q, y' + f3 - oc 

At this point, the terminating series 3F2 in the summa­
tion (14) is transformed into another terminating 3F2 
series as followsl9 : 

3F2[ f3 + p, f3 + 1 - y, -q; 1 J 
f3' + 1 - y' - q, y' + f3 - oc 

(1 - y + f3 + y' - f3'My' - f3' + f3 + p)q 
= 

(y' - f3'My' + f3 - oc)q 

---------------------------------------
The region is shaped roughly like the interior of a 
truncated cone for which the apex is (1/x, l/y) = (0,0), 
and the "axis" is the surface (1/x) + (1/y) -
(l/xy) = 0.21 

A final remark: Since both types of confluent 
hypergeometric function <P(b, c; x) and 'F(b, c; x) 
possess integral representations of the Mellin-Barnes 
type,22 it is clear that the functions 

x F [OC + 1 - y + f3 - f3' + p, -q, y' - f3'; 1J. 
3 2 y' _ f3' + f3 + p, 1 - y + f3 + y' - f3' and 

(15) 

If the rhs of (15) is used in (14), it is clear that the 
double sum obtained is identical with the second 
double sum of the rhs of (12). With appropriate 
changes, the fourth double sum in (12) may also be 
written as an F 3 • The first and third terms of (12) are 
both regular at the point x = y = I; no hypergeo­
metric form seems to e~ist for them in general. 

If one of the Eulerian transformations is first applied 
to the F2 , for example,20 

F2(OC, f3, f3', y, y'; x, y) = (1 - X)-IX 

X F2(OC, Y - f3, f3', y, y'; x/ex - 1), y/(1 - x», 
(16) 

and the process leading to (12) is then applied to the 
F2 on the rhs of (16), an analytic continuation of F2 
to a different region of x, y space results. In the 
example, four double series in the variables 

1 _ _ x_ = -1/x , 
x - 1 1 - (1/x) 

1 _ _ y_ = (1/x) + (I/y) - (1/xy) 
1 - x [1 - (l/x)](1/y) 

appe~r. These double series converge provided that 
(I/x, I/y) is in the region 

I 
l/x I + I (I/x) + (I/y) - (1/xy) I < 1. 

1 - (l/x) (l/y)[1 - (l/x)] 

19 L. J. Slater, Generalized Hypergeometric Functions (Cambridge 
University Press, London, 1966), p. 120; the formula given here is 
that relating Fp(O; 4,5) to Fn(5; 1,2). 

20 Reference 1, p. 25; Ref. 2, p. 240. 

defined by 0lsson23 both may be represented by 
Mellin-Barnes double integrals. Manipulations of 
these integrals similar to those carried out earlier in the 
present work yield series expansions in powers of 
(1 - Xl) and (1 - x 2) for the functions F p or F R' 

which results have already been obtained by 0lsson23 
(who used other methods). 

APPENDIX A 

An asymptotic approximation to the hypergeo­
metric function F(a + A, b; c; z) for large A may be 
found by a method outlined by Watson.24 The result is 
as follows25 : 

2F{a +~' b;ZJ 

~ r(c) (-Z)-bA-b[1 + o(~)J 
r(c - h) P.I 

+ r(c) (1 - z)"-a-b-;'zb-CAb-C[1 + o (1-)J 
reb) 1.1.1 

as 1.1.1 __ 00. 

91 Compare A. Erdelyi, Acta Math. 83,131 (1950). 
22 Reference 2, p. 256, Eqs. (4) and (5). 
23 P. O. M. Olsson: Ref. 6 and Arkiv Fysik 28,113 (1965). Olsson 

shows that these functions satisfy the same system of partial equa­
tions as is satisfied by F •• 

24 G. N. Watson, Trans. Cambridge Phil. Soc. 22, 277 (19\8), in 
particular, see Sec. 17 . 

•• The asymptotic approximations for large ibi to F(a, b; c; z), 
given in Ref. 2, p. 77, formulas (\3), (\4), and (15), are incorrect, for 
example, in the case that a = c. 
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The above formula holds if, but not only if, 

larg (A.) I :::;;; 11"/2, larg (z)1 < 11", larg (-z)1 < 11", 

and 
larg (1 - z)1 < 11". 

APPENDIX B 

Consider the integrals Land 1+, where 

1 Ii'" I"f- = -. rea + s)r(b + s)r(c + s) 
211"1 -i'" 

X r(1 - d - s)r(1 - f - s)r( _s)e"f-iTfS ds; 

(Bl) 

the contour is supposed to be indented, where 
necessary, so that the set of poles of rea + s) x 
reb + s)r(c + s) lies on its left, and so that the poles 
of r(1 - d - s)r(l - / - s)r( -s) lie on its right. 
Let K(a, b, c, d,J) be defined as follows: 

K(a bed f} = _1_ ei1T(I-d)I _ __ 1_ e-iTf(l-d)I . 
, , "211"i 211"i +, 

combining (Bl) and (B2), one has 

K(a, b, c, d,f} 

= ~ (i'" rea + s)r(b + s)r(c + s) 

2m J-i", red + s) 

(B2) 

x r(1 - f - s)r( -s) ds. (B3) 

The reflection formula for the gamma function26 was 
used to obtain (B3). 

Using (B2), one may solve for 1_ and 1+ in terms of 
K(a, b, c, d,J) and K(a, c, b,J, d), with the following 
result (d - /=;6 integer): 

11"e"f-i1T(I-f) 
I"f- = K(a, b, c, d,f}-.---­

sm 11"(f - d) 
11"e"f-i1T(I-d) 

+ K(a, c, b,J, d) . . (B4) 
sm 11"(d - f} 

The integral (B3) for K(a, b, c, d,J) may be expressed 
in terms of aF2 generalized hyper geometric series with 
unit argument as follows27

: 

K(a, b, c, d,f} 

r(1 - f + a)r(1 - f + b)r(a)r(b)r(c) 

r(1 - f + a + b)r(d) 

x F [ a, b, d - c; 1 J. (B5) 
a 2 1 _ f + a + b, d 

While, in general, the series 

aF 2 [OC1 , OC2 , OCa; IJ = i (ociM oc2M OCa)n 
f3I, f32 n~O (f31Mf32)nn! 

•• Reference 2, p. 3, formula (6). 
27 Reference 19, p. 112. 

converges only for Re (f31 + f32 - OCI - OC2 - OCa) > 0, 
it may be shown that the complete analytic continua­
tion of 

1 

is an entire analytic function of all five complex param­
eters OCI, OC2' OCa, f31, and f32' In this sense, the aF2 has 
a value for any set of values of the five parameters, 
except only those sets corresponding to poles of 
rCf3I)rCf32)r(f31 + f32 - OCI - OC2 - oca)· 

It will be convenient to apply one of the transforma­
tion formulas of Thomae28 to the aF2 on the rhs of 
CB5): 

aF2[OI:I' 01:2 , OCa; IJ 
f31 , f32 

r(f32)rCf3I + f32 - OCI - OC2 - OCa) 

r(f32 - OI:a)r(f31 + f32 - OCI - OC2) 

X aF 2[OC3 , f31 - OCI, f31 - OC2; IJ. CB6) 
f31 , f31 + f32 - OCI - OC2 

Using (B5) and (B6), one obtains the following ex­
pression for K(a, b, c, d,J): 

K(a, b, c, d,f} 

= rea + 1 - f}r(b + 1 - f}r(c + 1 - f}r(a)r(b) 

r(1 - f + a + b )r(1 - f + d) 

x 3 2 • F [
d - c, 1 - f + b, 1 - f + a; IJ 

1 - f + a + b, 1 - f + d 
(B7) 

The integrals whose evaluation in terms of aF2'S of 
unit argument is the goal of this appendix are M_ and 
M+, where29 

M"f- = e'H1fv_. r(oc + s + v + w) 
1 I-P+ioo 

211"1 -p-ioo 

x r(f3 + s + w)r(f3' + v + w) 
x r(y - f3 - oc - s - v - w) 

X r(y' - f3' - oc - s - v - w) 

x r( _w)e"f-iTfW dw. (B8) 

Taking a = 01: + s + v, b = f3 + s, c = f3' + v, d = 
oc+l-y+f3+s+v, /=oc+l-y'+f3'+ 
s + v, and using (B4) and (B7) to evaluate (B8), one 

28 J. Thomae, J. Reine Angew. Math. 87, 26 (1879); F. J. W. 
Whipple, Proc. London Math. Soc., Ser. 2, 23, 104 (1925); see also 
Ref. 19, p. 116; in Whipple's notation, (B6) is stated as follows: 
Fp(O; 4, 5) = Fp(O; 3,4) . 

• s Note that the rhs of (B8) differs from the corresponding expres­
sion in (8) in the text by a change of the variable of integration from 
u to w, where u = v + w. 
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obtains 

M'f = e±i .. S[e=Fi11(Y'-P'-a'r(y' - ot - s)r(y' - fJ' - ot + fJ - v)r(y' - fJ')L1(ot, fJ, fJ', y, y'; s, v) 

+ e'fi .. (y-P-alr(y - ot - v)r(y - fJ - ot + fJ' - s)r(y - fJ)L2(ot, fJ, fJ', y, y'; s, v)], (B9) 
where 

L1(ot, fJ, fJ', y, y'; s, v) = r(y - fJ - y' + fJ')r(ot + s + v)r(fJ + s) 
r(y' - fJ' + fJ + s) 

X aFz[ot + 1 - y + fJ - fJ' + s, y' - fJ' - ot + fJ - v, y' - fJ'; IJ 
y' - fJ' + fJ + s, 1 - y + fJ + y' - fJ' ' 

Lz(ot,.f:J, fJ', y, y'; s, v) = L1(ot, fJ', fJ, y', y; v, s). 

Note that neither L1(ot, fJ, fJ', y, y'; s, v) nor L 2(ot,fJ, 
fJ', y, y'; s, v) has an increasing sequence of poles in 
either the s plane of the v plane. 

To obtain (B4) , it was assumed that d - I;i: 
integer. This implies that fJ - y - fJ' + y' ;i: integer 
in (B9). An expression for M Cf when fJ - y - fJ' -
y' = integer may be obtained as a limit of (B9), or 
by other means; neither these nor other special values 
of the parameters will be considered in this paper. 

APPENDIX C 

In order to obtain (12) from (9) in the text and in 
order to ascertain the region of convergence of the 
double series in (12), it is useful to establish that, for 
appropriate ranges of values of (J and T, one has the 
inequality 

I_I aFz[a - (J, b + T, c; IJI 
ref) d + T,f 

~ KCI + 1(Jl)P(1 + ITI)Q; (el) 

here a, b, c, d, and I are given parameters, while K, 
P, and Q are positive numbers whose values may de­
pend on a, b, c, d, and/, but are independent of (J and 
T. The values of the parameters and the ranges of 
values of (J and T which must be considered fall into 
two cases: (1) Re (d + I - a - b - c) > 0, Re (d) > 
0, Re (d - b) > 0, while (J and T range over all values 
such thatRe «(J) ~ 0, Re (T) ~ 0; (2)a,b, c,d,/take 
essentially arbitrary given values (except that neither 
d nor d + I - a - b - c should be zero or a negative 
integer) while both (J and T range over all nonnegative 
integer values. 

It can be shown, with the aid of the contiguous 
function relations for the hypergeometric series aF2 of 
unit argument, ao that the demonstration of the 
inequality (CI) for both of the above cases reduces to 

30 E. D. Rainville, Bull. Am. Math. Soc. 51, 714 (1945). 

(BIO) 

proving that (Cl) holds under the circumstances that 

Re (d + I - a - b - c) > 0, Re (d) > 0, 

Re (d - b) > 0, Re (b) > 0, 

Re (/ - c) > 0, Re (c) > 0, 

while (J and T take on all values for which Re «(J) ~ 0, 
Re (T) ~ 0. With these restrictions the SF2 of unit 
argument is given by a convenient integral representa­
tion: 

_1_ aFz[a - (J, b + T, c; IJ 
ref) d + T,f 

= red + T) 
red - b)r(b + T)r(f - c)r(c) 

x lll
l
UI>+T-1(1 _ U)d-b-1 

x vC
-
1(I - vY-·-1(1 - UV)-a+a du dv. (C2) 

To see that the rhs of (C2) equals the lhs, one may 
expand (1 - uv)-·>+a in powers of uv and integrate the 
resulting series term by term.31 

The proof of (CI) by means of (C2) depends on a 
preliminary result concerning Wed + T)jr(b + T)I. 
Let r be the least positive integer such that 

Re (b - d + r) > 0; 
then one hasSI 

red + T) = (b + T),. rlud+T-1(1 _ U)b-.H,.-l du 
reb + T) reb - d + r) Jo . 
Taking absolute values of both sides of this equation 
one obtains 

I rCd + T) I ~ I(b + T),.I 
reb + T) W(b - d + r)1 

x 11uRe (dl-l(1 - u)Re(b-dl+r-1 du 

~ K 1(1 + ITI),", (C3) 

31 Reference 2, p. 9, Eqs. (I) and (5). 
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where Kl is positive and can be chosen so as not to vary with T, but so that (C3) holds for all T such that 
Re (T) ~ O. 

With this result the proof of (CI) is immediate, for if one takes the absolute value of both sides of (C2) 
one obtains 

I r(l!) aF{a - ~: :,;' e; 1JI ~ I rcd _ b)r~f _ eW(e) II ~~: : :~ I 
X LlLl

u Re (bl-l(l - u)Re(d-bl-l vRe(cl-l(l - v)Re<t-cl-\l - uv)-Re(al du ~ K
2
(1 + ITI)", (C4) 

where K2 is positive and is fixed at so large a value that (C4) holds for all T such that Re (T) ~ O. 
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The properties of SU3 finite transformations are investigated. These transformations on the defining 
three-dimensional complex space are parameterized in a form employing three factors, two of which are 
the Euler parameterization of an SU2 subgroup. The irreducible representations of the factored para­
meterization are found explicitly. The volume element is calculated and the orthogonality relation is 
verified. Spherical harmonic basis states are derived as a specialization of the transformation matrix. 
Another result is a definition of triality and a simple proof that it is additive modulus three. 

I. INTRODUCTION 

For some time now, the group SU3 has been 
thought to carry the symmetry of the elementary 
particles. Considerable work has been done concerning 
the infinitesimal generators of the group. As an 
alternative mathematical technique, we wish to 
investigate the global properties. 

A parameterization of all unitary groups was given 
by Murnaghan. l We derive the parameterization used 
by Nelsons and set the minimum ranges. This is of 
special interest as it employs two factors which are 
SU2 transformations in the Euler form. 

Chacon and Moshinsky3 derive the IR's in Murn­
aghan's parameterization by extensive use of Weyl 
reflections. Nelson,2 using his parameterization, 
re,stricted the representation matrices to a particular 
right-hand state and so derived a single column of the 
matrix which acts as a set of spherical harmonic basis 
states. Both Nelson and previously Beg and Ruegg4 

employ differential operators to represent the in­
finitesimal generators in their derivations. We derive 

1 Francis D. Murnaghan, The Unitary and Rotation Group 
(Spartan Books, Washington, D.C., 1962). 

aT. J. Nelson, J. Math. Phys. 8, 857 (1967). 
a E. Chacon and M. Moshinsky, Phys. Letters 23, 567 (1966). 
, M. Beg and H. Ruegg, J. Math. Phys. 6, 677 (1965). 

the complete matrix for each IR; the SU2 factors are 
known and the third factor is evaluated by employing 
tensor basis states. By applying a finite transformation 
to these tensors the spherical harmonic basis stat~s 
are derived. 

Weyl5 and Murnaghanl discuss the dependence of 
the volume element on the class parameters for inte­
gration concerning the characters of the group. We 
evaluate the complete dependence of the volume 
element on all parameters for Nelson's parameteriza­
tion. 

Symmetries of the transformations were investi­
gated, and one result is a natural definition of triality. 
Baird and Biedenharn,6 and Hagan and Macfarlane7 

prove triality is additive modulus three. We provide a 
proof that follows very simply from our definition. 

In this paper we are guided by the strong analogy 
that exists between our parameterization and that for 
SU2. We follow closely the same procedures used in 
SU2 to derive the corresponding results for SU3. 

5 Herman Weyl, Classical Groups (Princeton University Press, 
Pnnceton, New Jersey, 1946). 

6 G. C. Baird and L. C. Biedenharn. Proceedings of the Coral 
Gables Conference on Symmetry Principles at High Energy, B. 
Kursunoglu. Ed. (W. H. Freeman and Co., San Francisco, 1964). 

, C. R. Hagan and A. J. Macfarlane, J. Math. Phys. 5, 1335 
(1964). 
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For some time now, the group SU3 has been 
thought to carry the symmetry of the elementary 
particles. Considerable work has been done concerning 
the infinitesimal generators of the group. As an 
alternative mathematical technique, we wish to 
investigate the global properties. 

A parameterization of all unitary groups was given 
by Murnaghan. l We derive the parameterization used 
by Nelsons and set the minimum ranges. This is of 
special interest as it employs two factors which are 
SU2 transformations in the Euler form. 

Chacon and Moshinsky3 derive the IR's in Murn­
aghan's parameterization by extensive use of Weyl 
reflections. Nelson,2 using his parameterization, 
re,stricted the representation matrices to a particular 
right-hand state and so derived a single column of the 
matrix which acts as a set of spherical harmonic basis 
states. Both Nelson and previously Beg and Ruegg4 

employ differential operators to represent the in­
finitesimal generators in their derivations. We derive 

1 Francis D. Murnaghan, The Unitary and Rotation Group 
(Spartan Books, Washington, D.C., 1962). 

aT. J. Nelson, J. Math. Phys. 8, 857 (1967). 
a E. Chacon and M. Moshinsky, Phys. Letters 23, 567 (1966). 
, M. Beg and H. Ruegg, J. Math. Phys. 6, 677 (1965). 

the complete matrix for each IR; the SU2 factors are 
known and the third factor is evaluated by employing 
tensor basis states. By applying a finite transformation 
to these tensors the spherical harmonic basis stat~s 
are derived. 

Weyl5 and Murnaghanl discuss the dependence of 
the volume element on the class parameters for inte­
gration concerning the characters of the group. We 
evaluate the complete dependence of the volume 
element on all parameters for Nelson's parameteriza­
tion. 

Symmetries of the transformations were investi­
gated, and one result is a natural definition of triality. 
Baird and Biedenharn,6 and Hagan and Macfarlane7 

prove triality is additive modulus three. We provide a 
proof that follows very simply from our definition. 

In this paper we are guided by the strong analogy 
that exists between our parameterization and that for 
SU2. We follow closely the same procedures used in 
SU2 to derive the corresponding results for SU3. 

5 Herman Weyl, Classical Groups (Princeton University Press, 
Pnnceton, New Jersey, 1946). 

6 G. C. Baird and L. C. Biedenharn. Proceedings of the Coral 
Gables Conference on Symmetry Principles at High Energy, B. 
Kursunoglu. Ed. (W. H. Freeman and Co., San Francisco, 1964). 

, C. R. Hagan and A. J. Macfarlane, J. Math. Phys. 5, 1335 
(1964). 
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We use the following set of infinitesimal generators: 

I, = (! 1 0) C -i 0) o 0 , 12 = i 0 0, 
o 0 000 

1,= (~ ° 0) 
1.= G 

0 

~), -1 0 , 0 

o 0 0 

I, = (~ 
0 

~} I. = (~ 
0 !), 

(1) 

0 0 

0 o 1 

I, = (~ 
0 

~} C
J3 0 

° ) 0 Is = 0 1/.,/3 o , 
0 0 -2/"/3 

Tr (Ii I j ) = 2!5ij. 

The basis states are chosen such that Ia and Is are 
diagonal in all representations, and thus serve to 
partially label the states 

Y'¥(~) = Y'¥(~), 

Q,¥(~) = M'¥(~). (2) 

The eigenvalues (Y, M) of the states within an IR are 
displayed in two-dimensional weight diagrams. 

The addition of 12 = H/~ + I~ + I:) forms a 
complete set of commuting operators which serve to 
label the states 

12,¥(~) = /(/ + 1)'¥(~). (3) 

II. PARAMETERIZATION OF GROUP 
TRANSFORMATIONS 

We now derive the following parameterization: 

U(IX) = T2T3T~, 
where 

T2 = e-ia.la/2e-iflI2/2e-iYIa/2, T~ with primed variables, 

Ta = e-iPIs/y'3e-iVI7. (4) 

Transformations in SU3 map Z --+ Z', where Z and 
Z' are vectors in three-dimensional complex space 
such that the norm of Z' equals the norm of Z. We 
set ztz = z'tz' = 1. 

Beg and Ruegg4 show that Z and Z' can be para­
meterized as follows: 

( 

eiIPl cos () ) 0 ~ $; ~ 27T, 

Z = ei
.
IP2 sin () cos $ , 0 ~ () ~ 7T/2, 

e'IPa sin () sin $ 0 ~ $ ~ 7T/2. 
(5) 

By expansion of the exponentials, one can show that a 
solution for (IX', (3' , y') exists such that 

The minimum ranges required are 

o ~ 1X'!y' ~ 47T, 0 ~ (3' ~ 7T. 

Therefore, if 

eiiP = e-iIPa, 0 ~ p ~ 37T, (7a) 

11 = 7T/2 - $", 0 ~ 11 ~ 7T/2, (7b) 
then 

(8) 

T2 is the most general special unitary matrix with (1) 
in the (3,3) position. Let U be a general matrix of 
SU3. From Eq. (8), and since the matrices are 
unitary, we have 

TaT~U-l = (':~: :~: ~) == T;l. (9a) 

o 0 1 
Therefore, 

We note that 
(9b) 

(10) 

and another redefinition of y and IX' to absorb ei1T1./2 

would allow the replacement of 17 by 16, Also, an 
interchange of the role of the first and second com­
ponents of Z, would allow the replacement of 16 or 17 
by 14 or I". We choose 14 to be consistent with Nelson's2 
work. 

III. EXPLICIT DETERMINATION OF THE 
TRANSFORMATION MATRICES 

We now seek to generalize our result for the de­
fining three-dimensional representation to all IR's. 
In what follows, we use the integers (A, 1-') to denote 
an IR (see Ref. 8), and (/, Y, M) to denote a state 
within the IR. The symbols (A,I-') are suppressed 
unless needed. 

From the commutation rules, it follows that an 
SU2 subalgebra exists, composed of II, 12 , and Ia. 
Hence the basis states are chosen such that 

(lla) 

s G. C. Baird and L. C. Biedenharn. J. Math. Phys. 4,1449 (1963). 
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Y 

YM T2 YM" 
------------------------/7 

M 

/ 
/ 

/ 

.' 
/ 

//T3 
0' 

/ 

y'~ii'-- -T2"i---Y'·M' 

FIG. 1. Weight diagram for derivation of the representations of 
8U3. 

Is and Is are diagonal, and 

/IY / e-i,.Is/2e-ifIII/2e-iYIS/2/ I'Y,\ 
\M M'/ 

= DkM.(OC, p, Y)~YY'~II" (llb) 

/IYI-iP1S/Va/I'Y'\_ -ipYs. s. ~ (llc) 
\ 

e / - e UYY'UII'UMM" 
M M' 

Now consider a weight diagram (Fig. 1) which 
displays the basis states according to the (Y, M) 
values and consider 

/IY IT. T. T' I I'Y'\ 
\M 2 a 2 M /' 

T2 and T~ connect states in the same horizontal line, 
while Ta connects states on the diagonal shown. This 
gives a relation between M'" and M": 

M" ~ M'" + !(Y - Y'). (12) 

Summarizing the above, 

/IY I D(a.) I I'Y'\ ~ 
\M M'/ 

= IeiPY 
DkM"(OC, p, y) 

MOO 

x /IY \ e-ivI, \ I'Y'\DI' m ,(OC' R' y'). (13) \M" M'" / M M , t' , 

One notices that the undetermined matrix 

/IY I -ivI, II'Y'\ 
\M" e M"'/ 

plays a role analogous to d;"m'(P) of SU2. In SU2, the 
d;"m'(P) matrix is determined by applying e-iPJ2 to a 
suitable polynomial basis state representation. A 
search for basis states in SU3 led to a paper by 
Mukunda and Pandit.9 Their basis states 'Fir are 
given in terms of tensors r;: .... ~mA which transform 

I' 
under the three-dimensional defining representation 
and its complex conjugate. 

For low-dimensional representations or the impor­
tant special case where l' = M' = 0, the transforma­
tion of interest e-ivI. can be applied directly to these 
tensors. The results for the eight-dimensional repre­
sentation are displayed in Table 1. 

A general result for all IR's would be very difficult 
with this method. An easier way presents itself by 
noting that 

Therefore we have only to determine matrices of the 
type 

Using the relations connecting the states 'Fir and 
tensors, we finally obtain 

<~,. I ei1TI6/21~) = m~2(i)A-hmln-ml( _i)l'-ilmln+mIC(/:linj~inI; mlm2M) 

where 

X C(t(A - j;r'in + m1), teu - j~in - m2), I,.; H3j~in + ml - A),!( _3j~in + m2 + /10), Mrz) 

x N2[t(A - j;r'in + m1), H/1o - j~in - m2), Irz]Na(I,.Y,.r1Na(IY), (15) , 
N (' . I) - [ (21 + I)! (A. - jl + j2 - I)! (/10 - j2 + jl -1)! J! 

21112 - (jl + j2 - I)! (jl + j2 + I + I)! (A - 2jl)! (/10 - 2j2)! ' 

Na(IY) = { (21 + I)! (A + /10 + I)! }! 
[teA + 2/10) + I + tY + I]! [!(2A + /10) + 1- tY + I]! ' 

j~n = tI + iY + t(A -/10), j~in = tI - iY - iCA -/10). 

• N. Mukunda and L. K. Pandit, J. Math. Phys. 6, 746 (1965). 
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(IYI II'Y,) TABLE I. M e-iV/
• M' matrix for SU3. 

I~' ! 1 ! 1 0 0 0 0 0 ! -1 ! -1 

! -! 1 0 -1 0 ! -! M M' 

! cos' v - (i'V2) sin v -i(Yt) sin v -sin' v 
! X cos v X cos v 

! 1 cos v -sin v 
-! 

0 cos v -isin v 

0 -(i/Y2) sin !(1 + cos' v) -(!Y) sin' v -WY2) sin v 
0 X cos v X cos v 

0 -i sin v cos v 
-1 

0 0 -i(Yt) sin v - (!Y) sin' v -! sin' v + cos' v -i(yi) sin v 
0 X cos v X cos v 

! -1 -i sin v cos I' 
! 

! -1 -sin' v (-i/YZ) sin v -i(Yt) sin I' cos· v 
-! x cos v X cos v 

IV. SPHERICAL HARMONIC BASIS STATES 

For the group SU2, the spherical harmonic basis 
states were obtained by specializing to the right-hand 
state m' = 0 in D:"m,(oc, (J, y). In this way the de­
pendence on y was eliminated. Comparing this to 
SU3 we define 

\THY _ (IY I 'I - ) I M = M T2TaT 2 I - 0 

= (~ I T2T3 II = 0) for 8U3. (16) 

The choice of I = 0 for the right-hand state eliminates 
three variables. 

We now derive the explicit form of this matrix. 
From a weight diagram we see that 

'¥~ = e
ipY 

DkM'(OC, {J, y)(:: I e-iV1·1 O~o> (17) 

We can evaluate the last factor by applying this 
transformation e-ivI• to the tensor basis states. 

The basis states are 

mIY -( _i?I(2I + 1)! I (J 
T M = ! ! csc vDM!y+!()._/l)(ex, ,y) 

(A + 1) (ft + 1) . 

!().+/l+1) ipY 
X d!(/l-A+3Y+6I+3).1(/l-A+3Y-61-3)(2v)e • (18) 

Nelson2 derived these functions by constructing 
differential operators representing the infinitesimal 
generators. With the following substitutions these 

results agree to within a phase factor: 

A-m 
Y-u 

V. VOLUME ELEMENT 

Murnaghan1 derives the following relation for the 
volume element: 

U~~ ~ U(ex) = I C:~)Ii' p(oc) == IC:~)I. (19) 
oexi i 

The determinant is unaffected by a unitary similarity 
transformation. Therefore we may as well evaluate 

TaT { U-
1 O~i U ] T~-lT31 

-lOT. = T2 - 2, 
OOCi 

for ex, {J, y, (20) 

= [1..- T3T~J T~-lT31, for other variables. (21) 
OOCi 

With a little manipulation, Eq. (20) decomposes the 
8 x 8 determinant into a 3 X 3 (equal to the SU2 
volume element sin (J) and a 5 X 5 determinant 
independent of oc, {J, y. By the same argument, the 
contribution from the other SU2 factor is sin {J'. 
The dependence on the other factor is easily found by 
evaluation of the 5 X 5 determinant with oc = y = 
oc' = y' = 0, {J = {J' = 1T/2. 
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The volume element is arbitrary in regard to the 
coefficient. This constant is usually chosen such that 
iR p(a.) d(a.) = 1. We also wish the volume element 
corresponding to the SU2 parts of the parameteriza­
tion to have the correct coefficient for SU2. We there­
fore have 
p(a.) d(a.) = sin {J sin{J' sin (2,,) sin2

" 

X dp da. d{J dy (d2,,) da.' d{J' dy'. (22) 
317 417 2 417 417 2 417 

VI. ORTHOGONALITY RELATIONS 

The orthogonality relations are derived by using 
a procedure similar to the one outlined in Gottfried10 

for SU2. A problem in phases arises in connection 
with the D* appearing in the orthogonality relation. 
We leave it to the reader to add the appropriate phase 
factors where needed (see Ref. 11, pp. 46-47). 

Using the Clebsch-Gordan (CG) coefficients to 
reduce the direct product, we have 

D~:':l( a.)D~:"I( a.) 

- ~ ("': 
Py'" -"1 

"'2 ",y) ("':, "'~ "';) D~l.(a.), 
"2 " -"1 "2 " 
-"1 == (/1' - Y1, -M1)· (23) 

We now show that 

t D~,.( a.)p( a.) d( a.) = «5p1«5.'0«5.0, 

where", == 1 for the one-dimensional representation. 
From Eqs. (13) and (18), and using the result from 

SU2: 

t Dk1M.(a., (J, y) dR(a., (J, y) = «5Io«5M10c5MI0· (24) 

We have also 

IR D~,.(a.)p(a.) d(a.) 

(r/2/0 0 I 10 0) = c5}.1Pc5Yo«51O«5Moc5I'OJo \ 0 e~'I, 0 

X sin (2,,) sin2 "d(2,,) 

(25) 

10 Kurt Gottfried, Quantum Mechanics, Vol. I (W. A. Benjamin, 
Inc., New York, 1966). 

11 P. Carruthers, Introduction to Unitary Symmetry, Interscience 
Tracts on Physics and Astronomy No. 27 (Interscience Publishers, 
Inc., New York, 1966). 

We use this result in integrating Eq. 23 as follows: 

f D~::1(a.)D:.~.'<a.)p(a.) d(a.) 

= ("': "'2 1) ("'i, "'~ 1\. (26) 
-"1 "2 0 -"1 "2 oj 

Using results derived by de SwartlZ for the SU3 
CG coefficients, we have the desired result: 

VII. TRIALITY 

We see from Eq. (13) that 

D~1"(P + 17, a. + 217, a.i) 

= exp [- i 17(Y + 21\\)] D~l'I(P' a., a.i). (28) 

Exp [-i17(Y + 21\\)] is a scalar matrix (it commutes 
with all matrices in the defining representation) and 
therefore exp [-i17(Y + 2lV1)] = exp (217it/3)/, where 
t is an integer from the set to, 1, 2}. 

This provides a convenient way to define t, the 
triality of a representation. It reduces to the standard 
definition, since, when 1 = 0, M = 0, then Yo = 
1(", - A) and therefore t = A - '" mod 3. The repre­
sentations can be classified according to the value of 
t. In the decomposition of direct products we find that 

implies that 

exp (iI17t) = exp (iI17t1) exp (iI17t2). (29) 

Therefore, for the triality we find t = t1 + t. mod 3. 
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Korteweg-de Vries Equation and Generalizations. III.· 
Derivation of the Korteweg-de Vries Equation and 

Burgers Equation 
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Plasma Physics Laboratory, Princeton University, Princeton, New Jersey 

(Received 22 April 1968) 

The Korteweg-de Vries equation and the Burgers equation are derived for a wide class of nonlinear 
Galilean-invariant systems under the weak-nonlinearity and long-wavelength approximations. The former 
equation is shown to be a limiting form for nonlinear dispersive systems while the latter is a limiting form 
for nonlinear dissipative systems. 

For a wide class of nonlinear Galilean-invariant 
systems, if the nonlinearity is weak and if one makes 
the long-wavelength approximation, the governing 
equations can be reduced to either the Korteweg­
de Vries equation 

nT + nns + c5nm = ° 
or the Burgers equation 

nT + nns - vnss = 0, 

(1) 

(2) 

depending on whether the system is dispersion or 
dissipation dominated. Here we propose to derive 
these equations for a class of nonlinear systems 
characterized by the state variables (n, u,f) which 
are governed by 

nt + (nu}" = 0, 

(nu)t + (nu2 + P)., = 0, 

F(j, n, u,h, ni , Ui ,hi' nii , Uii"") = 0, 

(3) 

(4) 

(5) 

(6) 

where the subscripts i and j denote differentiation with 
respect to the space and time variables x and t. 
Equation (3) is the familiar law of conservation of 
particles if we interpret nand U as the number density 
and particle velocity, respectively. Equation (4) is 
then the law of momentum conservation with (5) 
defining the generalized stress force 1: as a function of 
the state variables (n, u,f) and their derivatives. The 
state variablefhere serves as a parametric function in 
(5) and (6), which defines P as a functional of n, u, and 
all their derivatives. It is known that (1) and (2) 
describe small (nonlinear) perturbations from a 

• Papers I and II were published in J. Math. Phys. 9, 1202, 1204 
(1968). 

t Present address: Division of Applied Mathematics, Brown 
University, Providence, Rhode Island. 

~ Present address: Department of Applied Mathematics, Univer­
sity of Texas, Austin, Texas. 

uniform equilibrium state. We assume that both P 
and F can be expanded as Taylor series around such 
a uniform state. 

To give some idea of possible forms for P and F we 
list several examples of physical interest: 

(1) Gas dynamics. Here f stands for the thermo~ 
dynamic pressure. For P and F we have 

P = m-![p - I'(ou/ox»), F == p - An7 = 0, (7) 

where I' = viscosity coefficient, y = ratio of specific 
heats, and A is a constant of proportionality. 

(2) Waves in shallow water.! The number density n 
in our equation now stands for h, the elevation of the 
water surface above the bottom of a channel. In this 
case the state is defined by only two functions h, u. 
Thus (6) is not needed and we have 

P = tgh2 
- !h3(u"'t + uu"'''' - u:). (8) 

(3) Hydromagnetic waves in cold plasma.2 Here f 
stands for the magnetic field B(x, t) and we have 

P = tB2, F == B - n - (B",/n)", = 0. (9) 

(4) Ion-acoustic waves in cold plasma.3 Herefstands 
for the electrostatic potential 'If(x, t) and we have 

P = e'P - i'lf:, F == n - e'P + 'If",,,, = 0. (10) 

At equilibrium, all the derivatives in P and F drop 
out and we leave out the dependence of P and F on U 

to preserve Galilean invariance of the system, i.e., 

P = P(j, n) and F(j, n) = 0. (11) 

Equation (4) can then be written as follows 

U t + UU", + (a2/n)n", = 0, (12) 

1 See the appendix for a derivation of the correction to the usual 
shallow-water equations. 

• C. S. Gardner and G. K. Morikawa, Courant Institute of 
Mathematical Sciences, New York University Report NYU-9082, 
1960 (unpublished). 

• H. Washimi and T. Taniuti, Phys. Rev. Letters 17, 996 (1966). 
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where a2 == [P.,. - (F.,.IFI)Pf ] with the subscripts 
denoting partial differentiations. If a2 > 0, then (3) 
and (12) define a hyperbolic system of equations with 
the two characteristic directions given by 

dxfdt = u ± a. (13) 

Therefore, a as defined above is the speed of wave 
propagation. Furthermore, in the limit of infinitesimal 
perturbations around a uniform state, one obtains 
the wave equation with a constant speed of propaga­
tion: 

utt - a~u",,,, = 0, (14) 

were ao is the wave speed of the uniform state. 
Any solution of Eq. (14) consists of two form-pre­
serving waves: one is right-going and the other left­
going. 

We view the Korteweg-de Vries and Burger equa­
tions as designed to describe the slow change of one 
of these two waves due to both nonlinear and dis­
persive ( or dissipative) effects characterized by the 
dependence of P and F on the derivatives. We therefore 
change (3)-(6) to a frame of reference which moves 
with one of these waves, say to the right at speed 
ao (a similar result can be obtained for the left-going 
wave). To account for the slow variation of the wave­
form, we introduce, after Gardner and Morikawa,2 
a scale transformation of the independent variables; 
i.e., 

e = E"(X - aot), (15) 

(16) 

where E denotes the amplitude of the initial disturb­
ance and is assumed to be small compared with unity. 
The exponent oc > 0 is a number to be determined 
such that the time variation of a state variable (in the 
waveframe) is balanced by both nonlinear and dis­
persive (or dissipative) effects. Using Eqs. (15) and 
(16), in (3) and (4), we obtain 

Enr + (u - ao)n~ + nus = 0, (17) 

EUr + (u - ao)u; + n-lp~ = O. (18) 

We now assume that the state variables n,l, and u 
can be represented asymptotically as series in powers 
of E about an equilibrium state A = (n,f, u) = 
(no,fo, 0); i.e., 

n = no + En U ) + E2n(2) + ... , (19) 

1 = 10 + if(l) + E2j(2) + ... , (20) 

u = 0 + EU(l) + E2U(2) + . . . . (21) 

These expansions and the transformations (15) and 
(16) are then substituted into the Taylor series of P 

and F around the equilibrium state Ao. In the first 
order of approximation, all the derivatives of the 
state variables with respect to x and t are dropped 
because of (15) and (16), and we have 

P = Po + P/O(! - 10) + P.,.o(n - no) 
+ P uo(u - uo) + O( E2), (22) 

F = Fo + FfO(j - 10) + Fno(n - no) 
+ Fuo(u - uo) + O(E2). (23) 

To preserve the Galilean invariance of the system, 
the u dependence of P and F must be in the form 

Ht+uH"" (24) 

where H is a function of the state variables and their 
derivatives. The dependence of H on u must be again 
of that form. Thus in (22) and (23), Puo and Fuo , 
which are evaluated at the equilibrium, vanish identi­
cally. From (22) and (23) we obtain 

-- = PnO - -t.QPfO -- == a~--. (25) 
op(1) ( F )onU) onU) 

oe Fno oe oe 

The leading approximation to (17) and (18), then, is 

(1) _ (1) 
aon; - nou; , 

aou~1) = (a~/no)n~l). 
Integrating these and noting the boundary condition 
for nW and U(l) at ~ _ ± 00 we have 

(26) 

This permits reducing the leading-order problem to 
one variable, say nUl. Our objective now is to derive 
an evolution equation for n(l). Corrections to (22) 
and (23) can now be obtained from (5) and (6) with 
the help of (26). Within the order of our approxima­
tion, we obtain 

p(2) "'" a2n(2) + An(1)n(l) + EtZ-1Bn(l) + E 2tZ- 1Cn(l) 
; ,..., 0; s ss sss ' 

(27) 

where A, B, and C (like ao) are constants depending 
on the partial derivatives of P and F evaluated at the 
equilibrium. Here we have kept the term E

2tZ
- 117m 

although it is small in comparison with EtZ
- l 17W 

(oc ~ 0) for cases where B = O. For the examples we 
listed above, the constants a~, A, B, and C are given in 
the following table: 

a' 0 A B C 

Gas dynamics yKT/m 0 -vao 0 
Water waves gho 0 0 !gh~ 
H ydromagnetic Bo 1 0 1 
Ion-acoustic 1 0 0 1 
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In the next order approximation of (17) and (18), we to be zero. We also need the kinematic free-surface 
have condition 

(29) 

We now eliminate n~2) and u?) between (2S) and (29) 
and obtain the evolution equation for nU ), i.e., 

n~l) + (~+ ao) n(l)n~l) + e,,-l ~ nW 
2ao no 2ao 

+ e2
«-1 ~ nm = O. (30) 

2ao 

If B ~ 0 (for a dissipative system B < 0), we set 
ex = 1 and neglect the last term in (30). The resulting 
equation is the Burgers equation (2) (except for some 
constant coefficients which can be scaled out). On the 
other hand if B = 0, i.e., if the system is nondissipa­
tive, we set ex = i and obtain the Korteweg-de Vries 
equation (1). Evolution equations for higher-order 
quantities can be obtained in a similar fashion. 
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APPENDIX: DERIVATION OF THE CORRECTION 
EQUATION TO THE SHALLOW-WATER 

THEORY 

We start with the two-dimensional incompressible 
inviscid hydrodynamic equations 

OU ou ou 
-+u-+v-= -P." 
ot ox oy 

(AI) 

ov ov ov - + U - + v - = -PII - g, 
ot ox oy 

(A2) 

ou + ov = 0, 
ox oy 

(A3) 

where we have taken the fluid density to be 1. The ver­
tical component of velocity v on the bottom of the 
channel (for brevity, we assume a horizontal bottom) 
and the pressure on the free surface are both assumed 

oh oh 
Vs = ot + Us ox ' (A4) 

where hex, t) is the height of the water surface above 
the bottom and the subscript s denotes quantities 
evaluated at the free surface. 

We want to find a set of equations which governs the 
evolution of hex, t) and the average horizontal 
velocity u defined by 

I iM.,.t) 
u(x, t) = -- u(x, y, t) dy, 

hex, t) 0 
(A5) 

where y = 0 is taken to be the bottom of the channel. 
Integrating (A3) with respect to y, one obtains 

v = - (II oU dy. 
Jo ox 

(A6) 

Combining (A6) and (A4), we have 

oh + ~(hu) = O. 
ot ox 

(A7) 

This gives the evolution of hex, t), provided we know 
the evolution of hu. We integrate (AI) from y = 0 to 
y = hex, t) and obtain 

~ (hu) + ~ [h(u 2 + p)] = 0, (AS) 
ut ox 

where 
- (11 (11 

hu
2 = Jo u2 

dy, hp = Jo P dy. (A9) 

The average pressure in (A9) is obtained by integrating 
(A2), i.e., 

p(x, y, t) = -illdy(g + ~~) + p.(x, t) 

=illdy (g + ~~), 
since P8(X, t) = 0, where 

d 0 0 0 
-=-+u-+v-. 
dt ot ox oy 

Then, 

hp = p(x, y, t) dy = L + dy y -. (AIO) ill h2 ill dv 

o 2 0 dt 

Equation (AS) can now be written as 

E. (hu) + ~[hU2 + gh2] 
ot ox 2 

+ ~[ (lIdy y dv + h(u2 - U2)] = o. (All) 
ox Jo dt 
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Neglecting the last term in (All), the remaining 
equation and (A7) consist of the familiar shallow­
water equations. We now want to include the effect 
of the last term in (All) under the long-wavelength 
approximation. Using (A6) and the condition of 
irrotationality 

au ov -=-, oy ax 
it is readily shown that the leading approximations to 
the last term in (All) is 

and 
Ihd dv h

3 
( - + -- -2) Y y - = - - uxt uUxx - Ux , 

o dt 3 

2 -2 h5 
-2 

U - U =- U 45 xx' 

(AI2) 

(A13) 

where the subscripts represent the derivative of the 
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average velocity. The correction as given by (A13) is 
of higher order compared to (A12). Using (AI2) we 
obtain the P given by Eq. (8) and 

a (h -) + a [h -2 + gh2 h
3 

( - + -- -2)J 0 - U - U - - - u UU - U =. at ax 2 3 xt xx x 

(A 14) 

It is of interest to point out that the improved 
equations derived above contain the stationary waves 
in the form of the well-known solitary waves and 
cnoidal waves. By dropping the time derivatives in 
(A7) and (AI4), one can readily integrate these 
equations to give the solitary wave solution 

hex) = I + (P - 1) sech2 {i-(I - j-2)ix} , 

where we have set g = 1, and.i = hit is the flux 
per unit width of the channel with ii normalized by the 
wave speed (gho)!. 
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With the aid of a model representing each molecule as a set of semi-isotropic dipole oscillators, the 
London-van der Waals interaction energy of a pair of unexcited axially symmetric molecules is calculated, 
in the second order of perturbation theory, as an infinite series in negative powers of the intermolecular 
separation. 

1. INTRODUCTION 

In order to estimate the dispersion forces between 
two atoms, arising from their mutual polarization, it 
has long been customary to treat the electrostatic 
interaction between them as a perturbation and to 
identify the resultant displacement of their energy 
levels, computed with the aid of either Schrodinger 
perturbation theory or the variational method, as the 
potential of the interatomic force.1 

With regard to the classical aspect of this problem, 
it has been found advantageous to express the po­
tential energy V of the electrostatic interaction as a 
sum of inverse powers of the internuclear distance 
R, whose terms one can easily recognize as furnishing 

• Work of this author was supported by the National Aeronautics 
and Space Administration under Grant NsG-518. 

1 F. London, Z. Physik 63, 245 (1930). 

the interaction of the various electric multipole 
moments of the one atom with those of the other. 
If the atoms are electrically neutral, the interactions 
involving monopoles vanish and, thus, the dipole­
dipole potential energy, proportional to R-3, becomes 
the leading term of this series. Margenau2•3 gave the 
first few terms of the series in Cartesian coordinates, 
while Heller4 provided the higher multiple terms up to 
the sixteenth. The complete expansion of V was 
furnished independently by Carlson and Rushbrooke, 5 

using spherical coordinates, and by Rose,6 in irre­
ducible tensor form. Both expansions presuppose 

2 H. Margenau, Phys. Rev. 38, 747 (1931). 
3 H. Margenau, Rev. Mod. Phys. 11, 1 (1939). 
• R. Heller, J. Chern. Phys. 9, 156 (1941). 
• B. C. Carlson and G. S. Rushbrooke, Proc. Cambridge Phil. 

Soc. 46, 626 (1950). 
6 M. E. Rose, J. Math. & Phys. 37, 215 (1958). 
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levels, computed with the aid of either Schrodinger 
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• Work of this author was supported by the National Aeronautics 
and Space Administration under Grant NsG-518. 

1 F. London, Z. Physik 63, 245 (1930). 

the interaction of the various electric multipole 
moments of the one atom with those of the other. 
If the atoms are electrically neutral, the interactions 
involving monopoles vanish and, thus, the dipole­
dipole potential energy, proportional to R-3, becomes 
the leading term of this series. Margenau2•3 gave the 
first few terms of the series in Cartesian coordinates, 
while Heller4 provided the higher multiple terms up to 
the sixteenth. The complete expansion of V was 
furnished independently by Carlson and Rushbrooke, 5 

using spherical coordinates, and by Rose,6 in irre­
ducible tensor form. Both expansions presuppose 

2 H. Margenau, Phys. Rev. 38, 747 (1931). 
3 H. Margenau, Rev. Mod. Phys. 11, 1 (1939). 
• R. Heller, J. Chern. Phys. 9, 156 (1941). 
• B. C. Carlson and G. S. Rushbrooke, Proc. Cambridge Phil. 

Soc. 46, 626 (1950). 
6 M. E. Rose, J. Math. & Phys. 37, 215 (1958). 
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charge distributions that should not overlap (to ensure 
the convergence of the infinite series) but are other­
wise arbitrary. They are thus valid for molecules as 
well as for atoms. However, neither of the results has 
a form suitable for our purposes; the first task of our 
paper is to disclose the form that is appropriate. 

The quantum-mechanical aspect of the dispersion­
force problem is vastly more complicated than the 
classical, due mainly to the fact that the unperturbed 
wavefunctions required in our perturbation calcula­
tions are unknown except in a few simple cases. One is 
forced, in order to discover results of some generality, 
to operate with models. In this connection, it has been 
noted often, starting with London,7 that the Drude 
models offers an especially simple way of deriving the 
dipole-dipole contribution to the dispersion energy in 
the second order E(2); the first-order contribution 
vanishes because of the spherical symmetry of the 
wavefunctions employed. This model represents each 
molecule as an assembly of three-dimensional iso­
tropic harmonic dipole oscillators of a definite 
frequency-whose value is suggested by the optical 
dispersion curve of the chemical species. With its aid, 
London found the simple and familiar result 

E(2) = _!hV~2R-6, 

v frequency, ~ molecular polarizability, 

for two similar molecules in their ground states. 7 

Margenau,9 carrying the use of the isotropic oscillator 
model further, applied it also to the dipole-quadrupole 
and quadrupole-quadrupole terms of V to get further 
terms of E(2), proportional to R-S and R-lO, respec­
tively. Heller4 did the same for unlike interacting 
molecules up to terms of the order R-12. Finally, the 
complete energy series 

'" E(2) = ~ CnR-2n- 2 

n=2 

was established by Brooks10 (using the Carlson­
Rushbrooke expansion of V) for like molecules and by 
Fontanall (using the Rose expansion) for unlike 
molecules. These series, which should be applied only 
to atoms and spherical molecules, were demonstrated 
to provide an asymptotic expansion of the dispersion 
energy,10.12 and are rather useful and reliable if 
suitably truncated.ll•12 

7 F. London, Z. Physik. Chern. (Leipzig) Btl, 222 (1930). 
8 See, for example, J. Hirschfelder, C. Curtiss, and R. Bird, 

Molecular Theory of Gases and Liquids (John Wiley & Sons, Inc., 
New York, 1954), p. 956. 

B H. Margenau, J. Chern. Phys. 6, 896 (1938). 
10 F. C. Brooks, Phys. Rev. 86, 92 (1952). 
11 P. R. Fontana, Phys. Rev. 123, 1865 (1961). 
12 A. Dalgarno and J. T. Lewis, Proc. Phys. Soc. (London) A69, 

57 (1956). 

Our main object in.the present paper is to discover 
an analog of the Brooks-Fontana energy series 
applicable to nonspherical molecules possessing axial 
symmetry. In doing this, we neglect, as did these 
authors, third- and higher-order perturbation contri­
butions; remarks on the .importance of such correc­
tions have appeared elsewhere. I 2.l3 The model which 
suggests itself as appropriate to axially symmetric 
molecules is one in which the forementioned isotropic 
oscillators are replaced by oscillators having a partic­
ular frequency along the molecular axis and a dif­
ferent one in the directions perpendicular thereto. 
This semi-isotropic oscillator model also originated 
with, and was employed by, London who quoted the 
solution of our problem as it concerns the dipole­
dipole term of V, which is his well-known R-6 formula 
with its characteristic dependence on the relative 
orientations of the molecular axes.14 The steps leading 
from London's model to his formula were made 
explicit in a recent paper by one of US.15 Our present 
method is essentially a generalization of the one 
employed there; but, while the physical basis remains 
unchanged, our mathematical attack will perforce 
proceed on an entirely different level. 

2. EXPANSION OF COULOMB POTENTIAL 
RELATIVE TO BODY AXES OF MOLECULES 

As we are interested in the electrostatic interaction of 
two neutral charge distributions, we may initially 
confine ourselves to a study of the Coulomb inter­
action potential V between two finite electric dipoles, 
each composed of the charges e, -e, and having the 
moments er' and er", respectively. If R denotes the 
vector stretching from the positive charge (origin) of 
the first dipole to that of the second dipole, then, 
obviously, 

V = e2(R-l + IR - r' + r"I-1 - IR - r'I-1 

- IR + r"l-l). (1) 

From here on we conveniently set e = I until further 
notice. 

The Taylor expansion of V is easily seen to be 

'" 
V = ~ Vn- 1 , (2) 

n=2 

with 

Vn- 1 = 'f ( -1)" [(r" • Vt-1'(r' • V)''] 1., (3) 
r=U! (n - r)! R 

and it converges if both r' and r" are less than R. 

13 W. L. Bade, J. Chern. Phys. 27, 1280 (1957). 
14 F. London, J. Phys. Chern. 46, 305 (1942). 
1. A. J. van der Merwe, Z. Physik 196, 212 (1966). 
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In order to obtain results in irreducible tensor form,16 
we resolve all vectors and vector operators in their 
spherical components which are defined for any 
vector A = (A"" A'll' A z) by 

A±1 = =t=2-t (A", ± iAy), Ao = Az· 

In terms of their spherical components, the scalar 
product of any two vectors or vector operators A 
and B becomes 

A·B = ~(-l)1'AI'B_I" ft = 0, ±1, 
/l 

a result we use forthwith to further develop Eq. (3). 
First we find the effect of applying an operator 

(a· V)P, with a any constant vector andp an integer, 

to the irregular solid harmonic 

Y:'(R) = R-s-1Y:'(R), (4) 

R being a unit vector in the direction of R. We invoke 
to this end the formula 

0l'y:, = (-1)1'[(8 + 1)(28 + l)]t 

x (8 + 11m + ft -ft 18m) y~-It, (5) 

which is a special case of the well-known gradient 
formula17 ; the 01' signify the spherical components of 
the operator V, and a Clebsch-Gordan coefficient 
appears on the right. Repeated application of (5) leads, 
when the tabulated values of the Clebsch-Gordan 
coefficients are inserted, to 

okym _ (_1)k[(28 + l)(k + 8 - m)! (k + 8 + m)!]tym 
o s - (2k + 28 + 1)(8 _ m)! (8 + m)! s+k 

(6) 

and 

Ok ym = (_l)k[ (28 + 1)(2k + 8 ± m)! ]tym±k 
±l s 2k(2k + 2s + 1)(8 ± m)! S+k' 

(7) 

cf. Ref. 6. From Eqs. (6) and (7) it follows, in a straightforward manner, that 

(a. V)pY:'(R) = '" [(28 + l)(p + 8 - m - 2k)! (p + 8 + m + 2k) !]t (-l)P-!p! ag-!a±iHal!-k y::,~2k(R), 
~ 2!(2p + 28 + 1)(8 + m)! (8 - m)! (p - I)! (il + k)! (tl - k)! 

wherein the summation indices assume the values 

1= 0, 1, ... ,p; k = -iI, -tl + 1, ... ,!/. 

The correctness of this equation may be verified by 
induction. 

We employ formula (8) in the evaluation of Vn- 1 , 

Eq. (3), by identifying the vector a successively with 
the displacement vectors r' and r" and by observing 
that 

(9) 

In so doing, we suppose that r' and r" are resolved in 
spherical components x~ and x;, respectively, relative 

(8) 

to a "primed" coordinate system S', associated with 
the first dipole, and a "doubly primed" system S", 
associated with the second dipole. These systems are 
fully defined below, but at present it suffices to 
imagine that a rotation through the Euler angles or., 
fl, y carries the axes of S" over into those of S'. If 
the polar angles of Rare ()', ~' in the system S' and 
()", ~" in S", then the matrix ~(or.fly) representing this 
rotation is determined by the transformation equa­
tion18 

y~l(()', f) = ~ ~';,.2kl(or.fly)Y;.n(()", ~"). (10) 
m 

By virtue of Eqs. (8)-(10), one can now write 

(11) 

(12) 

16 See, for example, M. E. Rose, Elementary Theory of Angular Momentum (John Wiley & Sons, Inc., New York, 1957), Chap. 4. 
17 Reference 16, Eq. (6.42). I. We follow the notation (except for typographical variations) and conventions of Ref. 16. 
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whereby we have expressed the Coulomb potential 
energy V relative to two arbitrary coordinate frames. 
For this result to become pertinent to our physical 
problem, it is necessary to go one step further and 
relate the coordinate axes to the symmetry directions of 
axially symmetric molecules. 

We achieve this by requiring, in the first place, that 
the axes of z' and z", which by earlier implication 
make the angles ()' and ()" with R, coincide with the 
symmetry axes of the first and second molecules, 
respectively. Moreover, we choose the remaining axes 
such that the x' axis is coplanar with the z' axis and R 
and make an angle ()' + !7T with the latter, while the 
y' axis completes the right-handed rectangular set of 
axes. The axes of x" and y" are specified in a like 
manner; and the z' x' and zIt x" planes, intersecting along 
R, include the angle cp between them. 

It will be realized, on some reflection, that the 
matrix representing the rotation between the systems 

S" and S' just introduced is supplied by 

i>::"n(oc,8y) = L i>::"m'(O - ()" - cp)i>::"'n(O ()' 0) 
m' 

= L d::"'m(O") d::"'n«()')eim''P, (14) 
m' 

where the matrix elements of dr are defined by19 

d::"n«() = [(r + n)! (r - n)! (r + m)! (r - m)!]i 

( -1)'( cos !()2r+n-m-28( - sin i()m-n+28 xL , 
8 (r - m - s)! (r + n - s)! (s + m - n)! s! 

(15) 

the sum being extended over all integral values of s 
for which the factorial arguments are greater than or 
equal to zero. We observe furthermore that cp" = 7T, 
by definition of the x" axis, and that20 

i 
Y::'«(),7T) = (-l)men

4: 1) d;:'o«()' (16) 

Insertion of Eqs. (14) and (16) in Eq. (13) finally leads to 

1 2: (x,r-Z1x,iZ1+k1X,iZ1-k1) ( x"n-1"-z2x"iz2+k2x"iz.-k, ) V = -- ( _l)n+r-h+m 0 -1 1 0 1 1 
n-l Rn+l (r - II)! (til + kl )! (tIl - k1)! (n - r - 12)! (t12 + k2)! (t12 - k2)! 

X [(r - 2kl )! (r + 2kl )! (n - m - 2k2)! (n + m + 2k2)!J! 
2Z1+Z'(r - m)! (r + m)! 

wherein the summation indices vary by integral steps 
between the following limits: r = 1, ... , n - 1; 
1 -0'" r"k =-1/ .. · I/'l =0 .. · n-r' 1 -, ,,1 ""! 1, '21,2 , , , 

k2 = -t/2, ... ,t/2; m, m' = -r,' .. ,r. This for­
mula for the electrostatic interaction, which refers (on 
substitution of Cartesian for spherical components) 
to the physically important directions of the molecules, 
has a form tailored to our needs. 

3. QUANTUM-MECHANICAL INTERACTION 
ENERGY 

In the anisotropic oscillator model we treat each 
molecule as consisting effectively of a certain number 
f of electrons which independently execute simple 
harmonic motions about a common fixed point, with 
one frequency for the axial direction of the molecule 
and another for all the transverse directions.15 

Accordingly, the unperturbed wavefunction of a 

X [~d::",m(O") d::"'2k1«()')eim''PJ d;:'+2k.O«()"), (17) 

molecule is taken to be a product of wavefunctions in 
which each electron is represented by three one­
dimensional oscillator wavefunctions. For simplicity, 
we deal initially with only one electron. 

In view of the form of the interaction Hamiltonian 
(17), it is clear that our perturbation calculation of the 
ground-state dispersion energy requires a knowledge 
of matrix elements of the kind (01 ~8Im), with s, m = 
0, 1, 2, ... , between the lowest and the mth energy 
eigenstates of a linear harmonic oscillator having the 
coordinate ~ (= x, y, or z). These matrix elements are 
nonzero only if s + m is even and s ~ m; and then 
they are given, for normalized oscillator functions, by 

(01 ~8 1m) 

= s! (s - m + 1)!!/(s - m + I)! (28m! ,88)1, (18) 
to 

19 Reference 16, Eq. (4.13). 
20 Reference 16, Eq. (4.30). 
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where {J = f'OJ/1i = (pc/1i2)! (p and OJ being the mass 
and frequency of the oscillator) measures the stiffness 
c of the oscillator in the ~ direction. More conven­
iently, one may write 

(01 ~m+2p 1m) = (m + 2p)!/(2mm!)t22Pp! (J!m+p, (19) 

withp = 0, 1,2,···. 
Employing the notation Im1m2) = Im1) 1m2) for the 

product of state vectors referring to the x an~. y 
directions, respectively, we introduce the quantItIes 

Sik = (001 Xtl+kX!I-k I m m )/(11 + k)! (11 - k)! mlm. -1 1 1 2 ~ 

(20) 
whose relevant properties are 

Slk* = (_1)2kSI-k 
mlm2 mIm 2 

(21) 

and Sik = 0 unless 1+ m1 + m2 is even (i.e., 
mI m 2 

m1 + m2 ± 2k is even) and I ~ m1 + m2 . In terms of 
the S's and the matrix elements (18), the second-order 
perturbation energy corresponding to the interaction 
(17) could now be written down as a complicated 
function of {J~, . {J~, ... , {J;, the stiffness parameters 
for the axes of x', y', ... , z". Howf"ver, for ; 'xially 
symmetric molecules the simplifying assumptions 

{J~ = {J; = {J'L and {J~ = {J~ = {Jl 

obtain; and in that case the discussion can proceed 
more economically by way of the compound quantities 

Xlk).1< - ~ Sik S).-PC (22) 
m - £. rot ffl-ffll mt m-ffll 

which, at least when they are not zero, obey the 

wherein 

m 

formula 

= ()kl</(ll - 1m)! (11. - 1m)! 
X (1m - k)! (1m + k)! (-2{J1.)!I+h. (23) 

The result (23) one derives by expanding the basis 
vectors Imlm2) (for the Cartesian coordinate repre­
sentation) linearly in terms of the basis vectors 
appropriate to the representation in plane polar 
coordinates,21 calculating matrix elements, and then 
applying the addition theorem for binomial coefficients. 
The necessary conditions for X::).I< to be nonzero are: 
1+ m, A + m, m ± 2k, m ± 2K all even, I, A ~ m, 
k = K, Ikl ~ 1m; the last two requirements are 
expressed by formula (23), while those remaining are 
obvious from the definition (22) and the previously 
mentioned properties of the S's. 

We introduce, furthermore, the abbreviations 

Z!na = (2fs/s!)(01 zslma) = (+)t (s - rna + 1)'.! 
rna' {Jz (s - rna + 1). 

and (24) 

1M) = Im~) Im~) Im~) Im~) 1m;) 1m;), 

where the state vectors on the right pertain to the 
axes of x' , y' , etc. Then the second-order perturbation 
energy for two interacting molecules consisting of 
f' and f" charged oscillators, 

E(2) = -f'f" ! (01 V IM)(MI V 10) , 
M*O EM - Eo 

becomes, by Eqs. (2) and (17) and on restoring the 
symbol e for the electronic charge, 

(25) 

X [~dr (0") dr (O')eil"'] dn (0") £., 1m 12kl m+2k.0· 
I 

(26) 

The first summation sign in (25) denotes sums over the 
indices n, r, 11 ,12 and their Greek counterparts, with 
only even values of n + v, r + p, 11 + AI, 12 + 1.2 
contributing, as well as over kl and k2' with the 
-k1' -k2 and kl' k2 terms being complex conjugate 
to one another. The second sum extends over values of 
m'.J...== m~ + m;, m~ == m; + m;, m~, m; such that 
m'.J... + m~ + m; + m; > Oequalsn,n - 2,n - 4,'" 
(if n < v) or v, v - 2, v - 4, ... (if n > v). 

---------------------------------------
Equation (25), whose R-6 term recovers London's 

formula,14.15 furnishes the dispersion energy to any 
order between unexcited axially symmetric molecules 
on the basis of the Drude-London model. In applying 
our formula to physical problems, it is generally 
necessary to use a computer, but the procedure should 
be straightforward in view of the care we have taken 

21 See J. L. Powell and B. Crasemann, Quantum Mechanics 
(Addison-Wesley Pub!. Co., Inc., Reading, Mass., 1965), Chap. 7. 
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in completely defining our quantities. Also, we ought 
to point out that such computations simplify because of 
the equality 

K~lka(O', 0", rp) = (_1)2kl+2k'K:~rk.kl(O", 0', rp), (27) 

a formula which is true on account of the fact that the 
rotation inverse to the one studied in Sec. 2 (i.e., with 
0", 0', - rp replacing 0', 0", rp) must produce results 
identical with Eqs. (17) and (25). 

4. INTERFERENCE AND SPHERICALLY 
SYMMETRIC SYSTEMS 

A bothersome feature of the energy formula (25) 
is the presence of summands with n ~ v, that is, joint 
contributions of different multipole terms Vn- 1 in the 
expansion of the classical potential energy; the lowest 
such term, stemming from the actions of both VI and 
V3 , occurs when n, v = 2,4. It should however be 
observed that in the special instance of molecules 
having spherical symmetry all these "interference" 
terms disappear as we now demonstrate. 

In Eq. (25), consider the sum over 11, say, all other 
summation indices being held fixed. It follows from 
the definitions (22) and (24) that nonzero terms arise 
only for 11 = m~, m~ + 2, ... (,:5; r), and that this 
sum, apart from a proportionality constant, is 

1- (fJ;)(r - mi. - m;) 
fJi. 2 

+ (fJ;)2 (r - ml. - m~)(r - mi. - m~ - 2) _ ... 
fJi. 2.4 ' 

(28) 

wherein r takes on the values r = m l + m~, m~ + 
m~ + 2, ... (,:5; n - 1). Invoking the binomial theo­
rem, one easily sees that the sum (28) reduces to zero 
if fJ~ = fJ~, unless r = m~ + m;, which identifies the 
nonvanishing terms in the summation over r in (25) 
when the "first" molecule has spherical symmetry. 
The sums over 12, AI, 1.2 in (25) may be subjected to 
similar analysis; we find if both molecules have spheri­
cal symmetry, i.e., fJ't = fJ~ = fJ' and fJ~ = fJ; = 
fJ", that r = p = m~ + m~ and n - r = v - p = 
m~ + m;. This means that, in the summations over 
n and v in Eq. (25), contributions to the dispersion 
energy are made only by the terms n = v = m~ + 
m; + m~ + m;, which proves our initial assertion. 

One may also note that in the sum (28) it is then 
the first term, corresponding to 11 = m~ , that survives, 

and similar conclusions hold for the summations 
over 12, AI, and 1.2• In total it emerges that only 
11 = Al = m~ and 12 = 1.2 = m~ represent terms con­
tributing to E(2) in the present case. 

There remains finally the task to derive the special­
ized formula for E(2) that obtains under the foregoing 
simplifying conditions-which reduce (25) to a sum 
over n, the k's and m's alone-and to show that it 
recovers previously known results. It should be noted, 
to begin with, that, since the dispersion energy for the 
spherically symmetric case must be independent of the 
angles 0', 0", rp, we can put them all equal to zero, and 
Eq. (26) simplifies to 

K n _ ( 1)2kl , ... rk,k. - - n. Ukl.-k.· (29) 

Next we carry out the sum over kl and k2 in (25), with 
the aid of the addition theorem for binomial coeffi­
cients, while keeping in mind that, as kl = -k2 alone 
counts (i.e., 11 + 12 and Al + 1.2 are even), only terms 
with m~ + m~ even need be taken into account. 
Finally, recalling that m~ + m; = r and m~ + m; = 
n - r, we sum over m~, using the same addition 
theorem and appealing to the equation 

"5n/2 (2n)' ! W(q!)2(n - 2q)!]-1 = -_. (30) 
q=O 2n(n !)3 

in which 2q = m~ + m~ . The outcome is 

ll.e4'j'J" E(2) = _r __ _ 

/i2R2 

00 n-l (2n)! 

X ~2 I:l (2R)2nrfJ"n-rr ! (n - r)! [rfJ' + (n - r)fJ"] 
(31) 

For the special case of similar molecules, fJ' = fJH = fJ, 
the summation over r can be performed forthwith, 
and we are left with 

E(2) __ fl,eY'j" 00 (2n)! (2n - 2) 
- fJ/i2R2 n~2 (2R)2nn! npn· (32) 

Formulas (31) and (32) are exactly equivalent to those 
established by Fontanall and Brooks,1° respectively, 
for molecules possessing spherical symmetry. 
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